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Abstract
Large language models (LLMs) excel in many tasks of software
engineering, yet progress in leveraging them for vulnerability dis-
covery has stalled in recent years. To understand this phenomenon,
we investigate LLMs through the lens of classic code metrics. Sur-
prisingly, we find that a classifier trained solely on these metrics
performs on par with state-of-the-art LLMs for vulnerability dis-
covery. A root-cause analysis reveals a strong correlation and a
causal effect between LLMs and code metrics: When the value of a
metric is changed, LLM predictions tend to shift by a corresponding
magnitude. This dependency suggests that LLMs operate at a simi-
larly shallow level as code metrics, limiting their ability to grasp
complex patterns and fully realize their potential in vulnerability
discovery. Based on these findings, we derive recommendations on
how research should more effectively address this challenge.
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1 Introduction
Machine learning models are on the verge of becoming an inte-
gral part of software development, supporting essential tasks like
code completion, refactoring, and auditing. A particularly crucial
aspect in this context is the identification of security vulnerabili-
ties early during the development process. Over the past decade,
several methods have been proposed to detect security flaws using
machine learning, ranging from simple classifiers [25, 48, 54, 69] to
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large language models (LLMs) for code [18, 26, 39, 63]. However, de-
spite increasingly larger models and broader training data, progress
in vulnerability discovery has recently begun to stall, indicating
challenges in unlocking the full potential of machine learning for
this task [8, 14].

In this paper, we take a step back and ask: After a decade of
research, what progress have we made compared to minimal base-
lines? To this end, we contrast LLMs with a classic tool of software
engineering: code metrics. Originating from the early days of pro-
gramming, these metrics quantify basic properties of software, such
as the lines of code, the nesting level of loops, or the number of goto
statements [27, 29, 40, 57]. In particular, we focus on a generalized
family of syntactic code metrics, encompassing both historical and
current metrics derived from syntax alone [16, 37, 41, 58]. Although
these metrics lack the sophistication of LLMs, their simplicity offers
an interesting lens for evaluating progress—a viewpoint that has
not been explored so far.

For this retrospective investigation, we consider five state-of-
the-art LLMs for vulnerability discovery and generative code tasks:
PDBERT [38], UniXcoder [26], LineVul [23], CodeGen 2.5 [43], and
StarCoder 2 [39]. Among these, UniXcoder is currently regarded
as the most effective approach for learning-based vulnerability
discovery, following a comprehensive evaluation of LLMs for this
task [14]. We compare these models against a set of 23 syntactic
code metrics through a series of experiments on PrimeVul [14], the
latest benchmark dataset for vulnerability discovery approaches,
consisting of 220,000 labeled C/C++ functions from more than 750
open-source projects.

Our findings challenge the prevailing paradigm in prior work
that large and sophisticated learning models excel over simple base-
lines in vulnerability discovery. On the contrary, we find that a
classifier trained solely on syntactic code metrics performs on par
with the best current LLMs. In other words, state-of-the-art perfor-
mance can be achieved using simple statistical features of code and
just 6% of the model parameters, as shown in Table 1. Surprisingly,
even a classifier trained only on a single metric achieves almost the
same effectiveness, reaching over 90% of the LLMs’ performance.
Neither the complex mechanisms of the transformer architecture
nor the vast number of model parameters can be fully exploited
to significantly outperform the performance of this simple met-
ric, indicating a notable discrepancy to prior work on source-code
vulnerability discovery.
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To gain insights into these unexpected results, we conduct a root-
cause analysis and examine causal dependencies between LLMs
and code metrics within the framework of Pearl [47]. First, we
demonstrate that LLMs can reproduce code metrics and hence
have access to the same underlying information. Second, we show
that combining LLMs with code metrics does not lead to any im-
provement, suggesting that they rely on overlapping rather than
complementary information. Finally, we demonstrate that the pre-
dictions of the best LLMs are not only strongly correlated with code
metrics but also causally dependent: When the value of a metric
is changed, the LLM predictions tend to shift by a proportional
magnitude. This dependency indicates that both approaches rely
on equivalent—though not necessarily identical—information for
their decision-making process.

While we cannot fully open the black box of LLMs, our analysis
reveals that these models do not access information fundamentally
different from counting lines or loops in code. The models operate
at a surface level of the code, focusing on basic statistical properties
rather than uncovering genuine patterns of vulnerabilities. This
outcome is both unexpected and disappointing. It raises questions
about the considerable resources required for training and deploy-
ing LLMs and underscores the need for a deeper understanding of
their capabilities in code analysis.

Based on this new perspective, we derive recommendations for
the research community: First, code metrics need to be adopted as
simple baselines, serving as a sanity check for analyzing perfor-
mance improvements. To foster this development, we make our
implementation and experimental framework publicly available1.
Second, we should strive for a more balanced perspective when
evaluating learning models for vulnerability discovery, ensuring
that model complexity is always assessed in relation to detection
results. Finally, we must aim to develop learning models that move
beyond surface-level statistics, likely necessitating a rethinking of
the entire discovery process.

In summary, we make the following contributions:
• Retrospective evaluation. We systematically evaluate state-
of-the-art LLMs for vulnerability discovery against code
metrics, uncovering a surprising similarity in their detection
performance (→ Section 4).

• Unified code metrics. As basis for our investigation, we intro-
duce a generalized family of code metrics for vulnerability
discovery, unifying past and recent work on measuring prop-
erties of syntax (→ Section 3).

• Root-cause analysis.We analyze the decision making of re-
cent language models through the lens of code metrics and
derive recommendations for improving current research
(→ Sections 5 and 6).

Note that our work is not intended as a critique of prior research
efforts. Rather, we reveal that current approaches have deviated
from their intended goals, hindering progress in detecting vulner-
able code using machine learning. With our findings and recom-
mendations, we are optimistic that this new perspective will help
to better gauge progress and inspire more effective methods for
vulnerability discovery.

1https://github.com/mlsec-group/cheetah

Table 1: Performance of different vulnerability discovery approaches on the
PrimeVul dataset. Factors are relative to UniXcoder, the best performing
model in our experiments.

Model F1 score ↑ Factor #param ↓ Factor

UniXcoder [26] 20.69 ± 1.43 1.00 125M 1.00
CodeGen 2.5 [43] 18.57 ± 0.54 0.90 7B 53
GPT-4o 5.31 ± 0.35 0.26 ≈ 1T 8000

Code metrics 20.32 ± 0.59 0.98 7M 0.06

2 LLM-based Vulnerability Discovery
The discovery of vulnerabilities through static program analysis is
a long-standing and notoriously difficult problem in software engi-
neering. Since a universal detection approach is generally unattain-
able [50], research initially focused on specific defect types, such
as buffer overflows [15, 36, 62], integer issues [12, 13, 66], or taint-
style vulnerabilities [4, 68]. Recent advances in machine learning,
however, have sparked optimism that broader detection methods
can be developed by automatically inferring patterns of insecure
code from past vulnerabilities. This optimism has been further fu-
eled by the impressive capabilities of LLMs, which have excelled
across various application domains. In the following, we briefly
review this line of research, discussing relevant approaches and
benchmark datasets.

2.1 Discovery Approaches
Learning to detect vulnerabilities is a challenging problem that has
evolved significantly over time. Early approaches have relied on
classic concepts from text mining and information retrieval to learn
from vulnerabilities. For instance, Gruska et al. [25], Yamaguchi
et al. [69], and Scandariato et al. [54] use simple bag-of-words and
abstract syntax tree representations to identify insecure or anoma-
lous code. However, due to the complexity of many vulnerability
types, these initial methods lack the conceptual depth required for
broader detection. Hence, over the past decade, numerous studies
have addressed these limitations, advancing both data representa-
tions and learning models.

Graph-based models. One branch of this research has specifically
focused on enhancing data representations by working with code
graphs [e.g., 7, 9, 24, 70]. These graphs capture the syntax, control
flow, and data flow of code in a unified representation, providing
a rich basis for inferring discriminative patterns. Two prominent
examples of this approach are Devign [70] and ReVeal [7], both of
which use gated graph neural networks to embed code graphs and
identify vulnerabilities on a function level. Although these models
showed state-of-the-art performance at the time when they were
introduced, more recent work shifted towards language models
for this task. Compared to GNN-based approaches, they require
significantly less pre-processing of the data, since accurate parsing
and control or data flow analyses are generally not required. At
the same time, they have been shown to outperform the detection
performance of graph neural networks [8].

https://github.com/mlsec-group/cheetah
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Large language models. More recent methods for vulnerability
discovery therefore leverage pre-trained language models for code
and augment them with a classification head [18, 26, 39, 43, 63, 64].
In this work, we consider five state-of-the-art models of this re-
search branch: LineVul [23], PDBERT [38], UniXcoder [26], Code-
Gen 2.5 [43], and StarCoder 2 [39]. The first three are based on the
RoBERTa architecture, which has shown the best performance for
vulnerability discovery in a recent comparison of language mod-
els [14]. We use all three of them as encoder-only models. The last
two follow the trend of resorting to larger models and a transformer
decoder-only architecture. Besides their architecture and size, the
models differ in terms of their training tasks. For example, LineVul
uses masked language modeling and denoising tasks for both code
and natural language inputs and UniXcoder augments this with
code completion as an additional training objective. StarCoder 2
and CodeGen 2.5 take this a step further relying solely on code
completion for pre-training.

An alternative to fine-tuning specialized language models is the
use of large, general-purpose models. For example, Ding et al. [14]
leverage models from the GPT family, such as GPT-4 from OpenAI,
combined with chain-of-thought prompting to detect vulnerable
code samples. We consider these general approaches as an addi-
tional baseline in our comparative evaluation (Section 4.2).

2.2 Benchmark Datasets
As with any application of machine learning, evaluating its efficacy
requires representative data of high quality and quantity. Con-
sequently, datasets for vulnerability discovery have been actively
developed and improved in recent years.While initial evaluations re-
lied on synthetic datasets like SARD [45] and code labeled by static
analyzers [53], recent work has shifted toward constructing bench-
mark data from publicly available sources of real-world code, such
as vulnerability reports and security patches [5, 7, 17, 44, 65, 70].
The resulting datasets comprise thousands of functions from open-
source projects both before and after security patches were applied,
effectively capturing the differences between vulnerable and non-
vulnerable code samples.

PrimeVul. In this work, we employ the most recent benchmark
dataset for vulnerability discovery PrimeVul [14] (ICSE 2025). It com-
bines several previous datasets, including BigVul [17], CrossVul [44],
CVEfixes [5] and the largest available dataset DiverseVul [8]. These
datasets have been merged and refined through deduplication and
commit-filtering techniques to ensure high-quality labeling of se-
cure and vulnerable code. The resulting dataset comprises 224,533
functions from 755 open-source projects, where 6,062 functions
contain vulnerabilities. Unlike previous datasets, it enables a more
realistic estimation of classifier performance by using a temporal
split of commits between training and testing.

3 Metrics for Code
As a counterpoint to LLMs for vulnerability discovery, we consider
a classic tool of software engineering: code metrics. Originating
over four decades ago [27, 40], these metrics offer quantitative
insights into various aspects of software design, implementation,
and deployment. For example, they can encompass dynamic mea-
sures, such as execution time and test suite coverage, as well as

static measures, like complexity or coupling and cohesion between
components. Moreover, these quantities can be measured at dif-
ferent levels of granularity, ranging from individual functions in a
program to entire software modules.

For our investigation, we concentrate on code metrics that ana-
lyze the syntactic structure at the function level, consistent with
common approaches for learning-based vulnerability discovery.
Numerous metrics fall into this category, including historic com-
plexity measures [27, 40], as well as recent approaches designed to
indicate insecure code [16, 37, 41, 58]. Interestingly, although these
metrics capture a broad spectrum of properties, they differ only in
the syntactic elements they analyze and how they aggregate the
collected information. Based on this observation, we introduce a
generalized family of syntactic code metrics (SCM), which serves as
the primary tool for our study.

3.1 A Family of Metrics
To unify the calculation of different code metrics, we propose to
express them using the filter-map-reduce paradigm from functional
programming. Given a syntax tree, a syntactic code metric first
filters relevant subtrees, maps them to numerical values, and then
reduces the results into a single quantity. Note that specific metrics
may require either abstract or concrete syntax trees for their cal-
culation, both of which are supported by our framework and are
therefore not explicitly differentiated in the following.

Formally, this calculation can be defined as a function 𝜇 that
assigns a numerical score 𝑠 ∈ R to a piece of code 𝑐 ∈ 𝐶 , based on
its syntax tree 𝑡 ∈ 𝑇 as follows

𝜇 : 𝑇 ↦→ R, 𝜇 (𝑡) = (𝑅 ◦𝑀 ◦ 𝐹 ) (𝑡),

where 𝐹 represents a filter function over subtrees,𝑀 a map function,
and 𝑅 the final reduction to the code metric.

Filter function. The function 𝐹 traverses a syntax tree and re-
turns all subtrees that satisfy a specified predicate. For example, the
function may return specific statements, function calls, or control
structures. To provide a unified interface for filtering, we introduce
a query language to define predicates, similar to how regular ex-
pressions identify patterns in text. Specifically, we define a variant
of S-expressions for querying syntax trees in our framework. A de-
tailed description of this process and the underlying expressions is
provided in Appendix A.

Map function. After filtering, each selected subtree is assigned a
value using the function 𝑀 . This mapping produces a numerical
quantity that reflects a specific property of each subtree, such as its
presence, depth, size, or complexity. For example, when counting
the number of goto statements in a piece of code, the filter 𝐹 first
collects all instances of these statements, while the map𝑀 simply
returns 1 for each occurrence.

Reduce function. Finally, the values returned from the mapping
step are combined into a single score using the function 𝑅. This
reduction iteratively applies a binary operator to aggregate the
values into the final metric output. Common reduction functions
include the maximum, sum, and average of the mapped values. In
our example of counting goto statements, the reduction 𝑅 simply
corresponds to the sum.
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Although the filtering step is essential for isolating specific code
constructs, the importance of the map and reduction steps becomes
evident when computing more complex aggregates. Several ad-
vanced code metrics, such as cyclomatic complexity, maximum
loop nesting depth, the number of heap allocations, or the number
of pointer dereferences, can be expressed within our framework
through a combination of filters, maps, and reductions, as shown
in Appendix A.

3.2 Implementation of Metrics
We continue to present the specific codemetrics implemented in our
framework. Our goal is to capture a diverse range of characteristics
that are relevant to understanding and identifying software vul-
nerabilities. To achieve this, we analyze, unify, and extend several
code metrics proposed in prior research [16, 37, 41, 58]. Through
this process, we define 23 distinct syntactic code metrics, organized
into four categories.

S: Code smell metrics (5). The first category includes code metrics
for code smells—patterns in code that indicate underlying design or
implementation issues. In particular, we implement metrics for the
number of magic numbers (S1), goto statements (S2), and function
pointers (S3). Additionally, we include a metric for function calls
with unused return values (S4), which may indicate overlooked
errors, as well as a metric counting if-statements without corre-
sponding else branches (S5), which may be indicative of incomplete
program logic.

C: Complexity metrics (12). Second, we consider metrics that
directly measure code complexity [16]. Specifically, we build imple-
mentations for the cyclomatic complexity (C1), which quantifies
the number of linearly independent control flow paths, as well as
metrics for the number and nesting level of loops (C2–C4). Fur-
thermore, we utilize metrics for the number of function parameters
(C5), the complexity of control structures (C6–C8), the number of
return statements (C9), type casts (C10), local variables (C11), and
the maximum number of operands in an expression (C12).

M: Memory metrics (3). Third, we design code metrics that mea-
sure the frequency and nature of memory operations. Specifically,
we implement metrics for the number of heap allocations (M1),
pointer dereferences (M2), and pointer arithmetic operations (M3).
These metrics are particularly relevant to vulnerability discovery, as
memory-related operations are a common source of security flaws.
For example, frequent heap allocations may suggest potential mem-
ory management issues, such as leaks or improper deallocations.

T: Syntax tree metrics (3). Finally, we consider metrics character-
izing the syntax tree itself, providing structural insights into the
underlying code. Specifically, we implement metrics for the number
of tree nodes (T1), the maximum height of the tree (T2), and the
average number of children per node (T3).

In the appendix, we provide a detailed explanation of eachmetric,
including how they can be represented within our filter-map-reduce
framework and the query language based on S-expressions.

Table 2: Performance of different vulnerability prediction approaches on
the PrimeVul [14] dataset.

Predictor Parameters F1 ↑ AUPRC ↑

Code Metrics
SCM 6.78 × 106 20.32 ± 0.59 13.80 ± 0.82

Code Language Models
UniXcoder [26] 1.25 × 108 20.69 ± 1.43 13.32 ± 1.22
PDBERT [38] 1.25 × 108 19.50 ± 1.17 13.38 ± 0.68
CodeGen 2.5 [43] 6.69 × 109 18.57 ± 0.54 13.22 ± 0.30
LineVul [23] 1.25 × 108 18.48 ± 1.23 11.68 ± 0.82
StarCoder 2 [39] 7.17 × 109 17.09 ± 0.41 12.46 ± 0.40

General-purpose LMs
GPT-3.5 Turbo ≈ 1010 5.80 ± 0.83 2.56 ± 0.18
GPT-4o ≈ 1012 5.31 ± 0.35 2.50 ± 0.10
Random - 4.42 ± 0.19 2.33 ± 0.01

3.3 Learning with Code Metrics
While individual code metrics provide valuable insights into a given
piece of code, integrating them within a classifier allows us to
consider various combinations and weightings, further enhancing
our analysis. To this end, we compile the 23 selected metrics into a
numerical feature vector,

(𝜇1, . . . , 𝜇23) ∈ R23

For each function in the PrimeVul dataset, we then construct a
labeled feature vector, providing the necessary setup for training
and evaluating a supervised learning model.

In contrast to the token sequences used in LLMs, this feature
representation is straightforward to process with most learning
algorithms, accommodating both traditional and modern classifiers.
We use the Auto-ML framework [19, 20], which automatically con-
structs an effective classifier for tabular data by optimizing both the
choice of learning models and their hyperparameters. Furthermore,
the framework automatically applies data scaling and constructs
ensembles of models where necessary.

Specifically, the classifier is constructed through an automated
search over a set of fifteen traditional learning models, including
fully connected neural networks, random forests, support vector
machines, logistic regression, and others. The resulting model uses
a mixed ensemble of these models and reaches a total of 7 million
parameters when all components are aggregated. Although this
model is relatively large considering the limited input space, it
remains minuscule compared to the LLMs in our evaluation, which
contain up to billions (109) or even trillions (1012) of parameters.

4 Retrospective Evaluation
Equipped with a unified representation of code metrics and a result-
ing classifier, we are ready to put LLMs to the test by comparing
their performance to this simple baseline. Unlike typical evalua-
tions that measure relative differences between recent approaches,
this retrospective view enables us to assess progress through the
lens of long-standing code features and identify where and how
improvements have occurred over the last decades.



LLM-based Vulnerability Discovery through the Lens of Code Metrics ICSE ’26, April 12–18, 2026, Rio de Janeiro, Brazil

4.1 Experimental Setup
As a basis for this evaluation, we fine-tune PDBERT, LineVul, Code-
Gen 2.5, StarCoder 2, and UniXcoder for 10 epochs and select the
best performing models based on the validation loss. The code
metric model is trained with a 10-minute time budget, and its best
candidate is selected based on validation performance as well. For
the general-purpose language models, we consider GPT-4o and
GPT-3.5 Turbo and reproduce the chain-of-thought experiment
for vulnerability classification from Ding et al. [14]. To limit the
costs associated with this experiment, we conduct it on a stratified
random subset of 2000 samples from PrimeVul’s test split.

To ensure robustness of the evaluation and account for random-
ness, we repeat this process 10 times for each model, employing
non-exhaustive cross-validation. The training of all models is per-
formed on a computing cluster using 20 GPUs (NVIDIA A100 class)
and 700 CPU cores. Each training run utilizes one GPU and four
CPU cores for the LLM-based approaches, while the Auto-ML mod-
els are trained using four CPU cores without GPU acceleration.

4.2 Comparative Analysis
The results of our comparative analysis on PrimeVul are presented
in Table 2. We report the F1 and AUPRC (area under precision-
recall curve) scores, along with the corresponding 90% confidence
interval. We select these measures over alternatives, such as true-
positive rate and false-positive rate, because they are better suited
for analyzing imbalanced datasets [3], as is the case in our study.
Moreover, we provide the number of parameters as a reference for
the complexity of the learning models.

As a first observation, we find that all models face significant
challenges in effectively solving the task of vulnerability discovery.
Even the best-performing models achieve F1 scores of only around
20%, highlighting substantial room for improvement. However,
when compared to the performance of random guessing with an
F1 score of about 4%, the models still show a clear improvement,
indicating that several vulnerabilities can be identified successfully.

Upon closer examination, we find that LLMs do not demonstrate
statistically significant improvements over our simple classifier
based on code metrics. In the experiment, the fine-tuned UniXcoder
model achieves the highest F1 score of 20.69%, but its mean per-
formance is surprisingly close to that of the code metrics classifier
with an F1 score of 20.32%. LineVul, CodeGen 2.5, StarCoder 2, and
PDBERT fall short of this performance. With respect to AUPRC,
the SCM-based classifier as well as PDBERT, UniXcoder and Code-
Gen 2.5 perform almost identically with a maximum difference in
mean performance of 0.58 between the first and fourth best model.
Considering the 90% confidence interval, the results of the best
approaches are hardly distinguishable.

This result is counterintuitive, considering the significantly larger
parameter sizes of state-of-the-art models compared to the classi-
fier based on code metrics. Consistent with this finding, we also
observe that general-purpose language models are outperformed
by all other approaches. Specifically, GPT-4o and GPT-3.5 Turbo
exhibit the weakest performance. While this may also seem unex-
pected given their sheer size, these models were not tuned for this
task and therefore cannot compete with specialized LLMs.

Our analysis uncovers an unexpected phenomenon: Despite their
fundamentally different data representations and model architec-
tures, vulnerability discovery approaches based on language models
and code metrics provide comparable performance on a state-of-the-
art benchmark for vulnerability discovery. In other words, 23 input
dimensions and an ensemble of basic classifiers give rise to a viable
competitor to a pre-trained transformer model with 125 million
parameters and a vocabulary of 60 thousand tokens.

4.3 Analysis of Code Metrics
Our findings challenge a prevailing theme in prior research, which
focuses on increasing model size and complexity. To better under-
stand these results, we conduct a detailed analysis of the predictive
performance of the syntactic code metrics.

Individual performance. As the first experiment, we investigate
the performance of individual code metrics on the PrimeVul dataset.
To this end, we re-train our classifier on each metric separately
and measure their predictive power in isolation. The results of this
experiment are presented in Figure 1.

We find that the number of local variables (C11) performs best.
This single metric alone achieves over 90% of the F1 score obtained
by a model using all code metrics. Notably, it is not the only metric
performing well on its own; a total of eight code metrics reach
more than 75% of the combined metrics’ performance. We conclude
that even basic statistical properties, such as the number of local
variables (C11), the number of tree nodes (T1), and the depth of
nested control structures (C6), enable achieving performance levels
close to state-of-the-art methods for vulnerability discovery.

Leave-one-out performance. Second, we conduct a leave-one-out
experiment, where each metric is excluded once during classifier
training. This allows us to assess the significance of each metric
and its interplay within the full set. The results of this experiment
are also shown in Figure 1.

The experiment reveals that missing one individual metric does
not cause a significant drop in model performance, indicating that
the remaining metrics can compensate for the lost information. As
a consequence, none of the code metrics, even those that show high
discriminative value in isolation, are crucial for a strong classifier.
This result suggests that the observed performance of code metrics
is not simply due to a few lucky metrics. Instead, it demonstrates
the reliability of the overall discovery approach.

C1
1 T1 C6 S5 C1 M
2

M
3 C8 C2 S4 C3 C4 C7 T2 S1 S2 C1
0

C1
2 C9 M
1 T3 C5 S3

25
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100

Metric

%
of

F1

Isolation
Leave-one-out

Figure 1: Analysis of the performance impact when trained solely on one
code metric (red ), and when trained on all but one code metric (blue ).
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4.4 Alternative Approaches
For comparison, we consider static application security testing
(SAST) tools and graph neural networks (GNNs) as an additional
reference point in our evaluation.

Graph neural networks. We additionally evaluate Devign [70]
and ReVeal [7], two well-established GNNs for function-level vul-
nerability discovery. Both models are trained for 100 epochs, with
early stopping triggered after 10 epochs of no improvement in val-
idation loss. The underlying graph representations are extracted
using the tool Joern [34]. If the tool fails to parse the code, we
return an inconclusive prediction with a confidence score of 0.5.
Consistent with the language model experiments, we repeat this
experiment 10 times and investigate mean values.

Overall, we find that the GNNs demonstrate significantly lower
F1 scores on the PrimeVul dataset with a maximum of 17.8% (±3.85).
While their performance is still much better than random guessing,
it is only about as good as the language model with the worst
performance in our study. Access to the rich representation of code
graphs does not prove beneficial in our experiments. Instead, the
simple numerical quantities provided through code metrics offer a
more effective representation to identify vulnerable code.

Static application security testing. For the SAST tools, we uti-
lize Rats [22], one of the earliest freely available examples in this
category, and SemGrep [56], a recent representative. For both, we
calculate a weighted sum of warnings and errors for each code sam-
ple and apply a threshold to classify them. With this approach, the
maximum F1 score achieved is 14.2%, placing SAST tools slightly
behind GNN-based approaches but still well above general-purpose
language models in terms of detection performance.

5 Root-Cause Analysis
Why do LLMs for vulnerability discovery fail to outperform sim-
ple code metrics? Theoretically, these models have access to a far
broader range of information than code metrics could ever provide.
LLMs can analyze variable names, inspect structured data types,
and track control flow within code, providing a wealth of insights
for separating secure from vulnerable code. However, we observe
no significant performance difference between a language model
and the classifier trained on code metrics.

We hypothesize that LLMs do not unlock a deeper level of code
analysis, despite the information being available. Instead, they rely
on basic statistical properties that are equivalent, though not nec-
essarily identical, to those calculated by syntactic code metrics. To
support our hypothesis, we identify four essential preconditions
and conduct a series of experiments to confirm them:

P1 Information access. LLMs and code metrics can only rely on
the same information if both have access to it. In our first
experiment, we explore whether equivalent information is
present by reconstructing code metrics from the learning
models’ embeddings.

P2 No cross-information gain. If LLMs and code metrics use com-
plementary information in their decisions, combining them
should enhance performance and invalidate our hypothe-
sis. Therefore, we test whether their combination leads to a
measurable performance gain.

P3 Prediction correlation. Even if LLMs and code metrics have
access to the same information, they may not use it in the
same way during inference. In our third experiment, we
therefore measure the correlation between code metrics and
the predictions of LLMs.

P4 Causal dependence. Correlation only indicates a relationship
between the information and the prediction, but not the
type of relationship. Thus, to measure the direction of the
relationship, we determine the causal dependency between
code metrics and language models.

This testing procedure is inspired by the causal hierarchy frame-
work of Pearl [47], encompassing both correlation validation and
causal effect inference. While this approach cannot reveal the com-
plex inner workings of LLMs, it helps rule out alternative explana-
tions for their performance similarity to syntactic code metrics. If
all preconditions hold, we must conclude that the information LLMs
process for vulnerability discovery is not fundamentally different
from that provided by code metrics.

5.1 Information Access (P1)
In our first experiment, we aim to determine whether LLMs have
access to the same information as the code metrics. Recall that the
code language models in our evaluation comprise two components:
an embedding model and a classification head. Any information
used for prediction must be encoded in the embedding before being
passed to the classification head. Therefore, if the models have
access to data equivalent to code metrics, that information must be
present in the embedding. To test this hypothesis, we train linear
regression models to predict the code metrics from the language
models’ embeddings.

This approach aligns with recent research on the interpretability
of large language models. For instance, Park et al. [46] advocate
for the linear representation hypothesis, which states that semantic
information is represented linearly as directions in the models’ em-
bedding space. This hypothesis supports the use of linear probes to
extract concept-level information from the hidden representations
of the models [1].

Experimental setup. We consider all language models for vulner-
ability discovery from the previous section trained on PrimeVul and
fit linear regressors on the penultimate layer of these models using
the training split. For evaluation, we use the test split, ensuring a
temporal difference between the training and evaluation data.

A hindrance to this training is that most code metrics represent
counts of pattern occurrences, so their values typically follow a
Poisson distribution rather than a Gaussian distribution. To address
this, we train the regression models to predict the logarithm of the
metric values, as the log-transformed values better approximate a
normal distribution [42]. Furthermore, the metrics are computed
only for the respective context of the LLM instead of the complete
function. This is because the models lack information beyond their
context, making predictions outside of them impossible.

Results. The results of this experiment are summarized in Fig-
ure 2, which presents the coefficient of determination for each
learned metric. A higher coefficient indicates a better ability to
predict the corresponding code metric. The data indicates that most
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metrics can be effectively learned. Simpler metrics, such as the
number of local variables (C11), the number of if statements with-
out else clauses (S5), and the tree height (T2), are among the best
learned. Notably, the metric with the highest performance is the
number of nodes (T1), with a coefficient of determination of 0.91 for
UniXcoder, 0.86 for PDBERT, and 0.8 for CodeGen 2.5. Additionally,
some complex features, including the control structure complex-
ity (C8) and the count of pointer arithmetic operations (M3), are also
learned with high accuracy, demonstrating the models’ capability
to capture intricate patterns.

5.2 No Cross-Information Gain (P2)
In our second experiment, we aim to demonstrate that the infor-
mation processed by LLMs is not complementary to code metrics.
If it were, combining both should improve the performance of
vulnerability discovery and invalidate our hypothesis about their
relationship. Conversely, if incorporating code metrics into an LLM
does not lead to performance gains, this suggests that the relevant
information is already present in identical or equivalent form.

Experimental setup. We concatenate the feature vector of the 23
syntactic metrics with the model embeddings from the penultimate
layer and retrain the classification heads for all language models
using the PrimeVul dataset. We then measure the performance
difference between models augmented with code metrics and those
without across 10 runs.

Results. We find that the average difference in F1-scores is less
than 0.14 percentage points, which is substantially smaller than the
variance observed between two independently trained instances of
the same model. This result indicates that the code metrics do not
provide additional information beyond what is already captured
by the language model, suggesting that the available information
overlaps rather than being complementary.
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Figure 2: The coefficient of determination for the prediction and the corre-
lation coefficient to the predicted label for each feature. The features are
sorted by the mutual information between the feature and the ground truth
label with more predictive features on the left.

5.3 Prediction Correlation (P3)
We proceed to investigate whether LLMs and code metrics not
only have access to the same information but also rely on it for
identifying vulnerabilities. To this end, we analyze the correlation
between individual code metrics and the predictions of LLMs. In the
framework of Pearl [47], this correlation is an essential prerequisite
for demonstrating causal dependence.

Experimental setup. Specifically, we compute the Pearson cor-
relation coefficient between each syntactic code metric and the
predictions of the LLMs on the PrimeVul dataset, averaging the
coefficients over ten experimental runs.

Results. The results are presented in the lower half of Figure 2.
We observe that all models exhibit correlation with the code metrics,
where the strength depends on the accessibility of the information.
A weaker correlation is observed when the information is inacces-
sible, whereas accessible information leads to a strong correlation.
This suggests that the information available to the models is also
used for predictions. Interestingly, the metric C5 (number of pa-
rameters) shows a negative correlation, indicating that the models
treat it as a negative predictor of vulnerabilities.

5.4 Causal Dependence (P4)
So far, we have confirmed that LLMs have access to information
equivalent to code metrics and that their predictions are strongly
correlated with them. However, these conclusions are solely based
on passive observations. Establishing a causal relationship requires
demonstrating the direct impact of code metrics on predictions
through an interventional approach. This is analogous to a dose-
response analysis in epidemiological studies [31]. For instance, if
cigarette consumption not only correlates with the development of
lung cancer, but also an increase in smoking leads to a higher risk
of the disease, a causal effect is likely.

Experimental setup. For our investigation, we formulate causal
dependency as follows: If an LLM depends on code metrics for
its decisions, then changes in the metrics should systematically
influence its predictions. To test this condition, we require a method
for modifying code along with its associated metrics and a measure
to quantify the influence of this change on LLMs.

(a) Intervening metrics. Ideally, causal dependency is measured
by modifying only a single variable, such as a specific metric. How-
ever, since code metrics are inherently dependent on the underlying
code, it is impossible to change one metric in isolation without af-
fecting others. Additionally, artificially altering code risks creating
unnatural samples that fall outside the distribution learned by the
models. To ensure that code modifications remain both natural and
minimal, we retrieve the previous and subsequent commits for each
code sample in PrimeVul from their respective Git repositories. We
then apply the corresponding patches to each function, thereby
intervening on the code metrics in a realistic manner.

(b) Measuring dependency. Given a piece of code 𝑐 and its mod-
ifications, we can compute two quantities: the difference in pre-
dictions of an LLM, denoted as Δ𝑦 ∈ R, and the difference in code
metrics, Δ𝜇 ∈ R23. Since these quantities operate on entirely dif-
ferent scales, we aggregate the metric differences Δ𝜇 into a single
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value Δ𝑠 ∈ R by training a linear regression model to predict Δ𝑦
from Δ𝜇. We then compare the aggregation Δ𝑠 with Δ𝑦 using the
coefficient of determination 𝑅2, a standard measure in statistics for
dependence [67]. In our case, the coefficient can be defined as

𝑅2 = 1 −
∑

𝑐 (Δ𝑦𝑐 − Δ𝑠𝑐 )2∑
𝑐 (Δ𝑦𝑐 − Δ𝑦)2

where Δ𝑦 is the average of prediction differences. Intuitively, 𝑅2

represents the proportion of variance in the prediction differences
that can be explained solely by code metrics. If changes in the code
lead to identical variations in both the LLM predictions and the met-
rics, then 𝑅2 = 1. Conversely, if the changes are indistinguishable
from the average of all differences, then 𝑅2 = 0.

Results. The code metrics achieve an 𝑅2 of 0.42 for UniXcoder,
0.38 for PDBERT, and 0.25 for LineVul, indicating a notable causal
dependency. In line with our hypothesis, the strongest dependency
is observed for the LLM that achieves the best performance. While
the LLMs do not exclusively rely on codemetrics for finding vulnera-
bilities, the metrics account for between 20% and 40% of information
in their predictions. Note that these results likely underestimate
the true dependency, as the aggregation Δ𝑠 is based on a linear
regression, whereas the actual relationship between the metrics
and the predictions is likely more complex.

For the larger models, CodeGen 2.5 and StarCoder 2, we measure
𝑅2 close to 0, indicating no significant dependence. This suggests
that either the larger models perform more sophisticated analyses
or that our set of 23 metrics misses simple features used by the
models. The evaluation results of the larger models support the
latter explanation, as more sophisticated analysis should lead to
significantly better performance in the vulnerability discovery task.
Furthermore, recent studies have shown that models with higher
dimensionality exhibit more differentiated and specific features,
which may be responsible for their predictions [6].

5.5 Summary
Our root-cause analysis, summarized in Table 3, reveals that all
evaluated models have access to information provided by code met-
rics, exhibit correlation with them, and do not benefit from cross-
information. These findings indicate that LLMs predominantly rely
on information equivalent but not necessarily identical to the con-
sidered syntactic code metrics. For medium-sized LLMs, we identify
a clear causal dependency, quantifying the extent to which their
predictions are influenced by code metrics. However, this causal
indicator is absent in larger models, suggesting that they corre-
late with code metrics but may rely on alternative information for
making their decisions.

Table 3: Summary of the results of the root-cause analysis.

Model Parameters P1 P2 P3 P4

UniXcoder 1.25 × 108 ✓ ✓ ✓ ✓

PDBERT 1.25 × 108 ✓ ✓ ✓ ✓

LineVul 1.25 × 108 ✓ ✓ ✓ ✓

CodeGen 2.5 6.69 × 109 ✓ ✓ ✓ ✗

StarCoder 2 7.17 × 109 ✓ ✓ ✓ ✗

6 Discussion & Recommendations
Our investigation leads to a disappointing outcome: despite the
impressive capabilities of language models in other domains, their
performance in vulnerability discovery is not significantly different
from that of a simple baseline. The substantial resources required
to train these models, along with the considerable effort in curating
high-quality training datasets, do not yield a substantial advantage
over simple techniques developed decades ago.

These findings are not entirely unexpected. Previous studies
have highlighted limitations of machine learning for the task of
vulnerability discovery, pointing to issues such as inappropriate
benchmarks and low predictive performance [3, 7, 14, 33, 51]. Fur-
thermore, the recent study by Ding et al. [14] indicates that scaling
language models further up is unlikely to address this issue, as
larger models do not automatically perform better on this task.
Unfortunately, this generally creates a rather pessimistic outlook.
Current research appears to have reached a plateau, and simply
expanding the amount of training data, scaling up learning mod-
els, or making incremental adjustments does not seem to offer a
particularly promising path forward at this stage.

Therefore, we suggest taking a step back to leverage the insights
from our analysis in developing new directions unlocking more
promising vulnerability discovery approaches. In the following, we
summarize these insights into actionable recommendations:

R1: Code metrics are relevant baselines. Despite their simplicity,
classifiers using code metrics should be employed as baselines for
vulnerability discovery. If we expect modern learning models to
uncover complex patterns in code, it is essential to contrast them
with simple approaches. Hence, we recommend using classifiers
based on code metrics as a sanity check in empirical evaluations. It
is worth noting that our approach is automatically optimized and
trained within 10 minutes on PrimeVul, adding minimal overhead
as a baseline in experimentation.

R2: Occam’s razor matters. At first glance, any improvement in
vulnerability discovery appears beneficial. However, when compar-
ing different approaches, it is crucial to balance model complexity
against detection capabilities [30]. For instance, in our experiments
in Section 4, UniXcoder–if at all–only marginally outperforms the
classifier based on code metrics. Yet, our model uses 94% fewer
parameters than the language model and runs without specialized
hardware, greatly enhancing efficiency and facilitating integration
into development workflows. Therefore, we recommend to evaluate
model performance relative to the model size. Ideally, a model’s
capabilities should be plotted as a function of its number of param-
eters or a similarly meaningful measure that considers both model
complexity and performance.

R3: Rethinking learning-based discovery. Current research largely
approaches the task of identifying vulnerable code as a black-box
problem on input samples with limited context information, where
learning models are expected to achieve high performance from
scratch. The success of general pre-training has further reinforced
this perspective, making it challenging to discern whether a model
is truly learning patterns of vulnerabilities or merely replicating
simple metrics.
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To address this issue, we suggest rethinking the application of
machine learning in vulnerability discovery:

(1) Better code representations: It is unclear whether current rep-
resentations, such as token sequences and code graphs (for
GNNs), provide a suitable basis for learning patterns of vul-
nerabilities. Based on our findings, there is no evidence that
these representations on their own unlock a deeper level for
code inspection within the learning models.

(2) Improvements that matter: The sole reliance on performance-
driven loss functions may limit a model’s ability to improve
beyond current methods. Ultimately, we are interested in
spotting those kinds of defects that remain undetected so far.
One strategy could involve making the employed loss func-
tion aware of this objective [11] by incorporating feedback
from other approaches for vulnerability discovery.

(3) Steps rather than leaps: There is increasing evidence that
vulnerability discovery cannot be approached as an end-to-
end learning task [14]. New intermediate representations and
learning steps are likely essential for improving performance
and enforcing the required deeper insights into the code that
existing approaches as well as code metrics cannot offer.

(4) Better vulnerability benchmarks: Lastly, we need to move
beyond the artificial setting of detecting vulnerabilities from
individual functions alone. As Risse et al. [52] point out,
many vulnerabilities used in benchmarks cannot be reliably
identified without additional context. That is, code metrics
also perform well because essential context, beneficial for
more complex models, is simply not available.

To foster this development and further advancements in the
field of vulnerability discovery, we make our implementation and
experimental framework publicly available2.

7 Related Work
Critical reflections have a long tradition in security-related research,
especially when machine learning techniques are used to address
challenging problems. Notable examples of this line of research
include critical reviews of machine learning in network intrusion
detection [21, 59], website fingerprinting [10, 35], and security
applications in general [3].We continue this line of work by offering
a critical reflection on vulnerability discovery through the lens of
code metrics, building on prior research that examines data quality
and detection capabilities.

Reflections on data quality. Several previous studies have focused
on understanding and improving data quality in learning-based
approaches to vulnerability discovery. As one of the first, Jimenez
et al. [33] propose an improved labeling scheme that accounts for
temporal dependencies between vulnerabilities, helping to prevent
potential data leaks from other splitting approaches. Building on
this, Chakraborty et al. [7] analyze the quality of training datasets,
focusing on the sources of labeling and the naturalness of source
code samples. They contribute an additional, more realistic dataset
and propose a representation learning and sampling technique to
fight the strong class imbalance.

2https://github.com/mlsec-group/cheetah

Follow-up work by Sejfia et al. [55] and Risse et al. [52] investi-
gate the quality of code samples, revealing that many vulnerabilities
cannot be detected from these samples alone. This research provides
evidence that detecting a vulnerability often requires assessing mul-
tiple parts of a software in combination and consequently, is often
infeasible without further context information. Constructing suit-
able and realistic datasets not only faces the issue of sample quality
but a fundamental trade-off between incorporating relevant con-
text and restricting the input size to a manageable amount. Most
recently, Ding et al. [14] further enhance the label accuracy of ex-
isting benchmark datasets on function-level granularity, resulting
in the curation of the PrimeVul dataset that we used in our study.

Reflections on detection capabilities. Another direction of prior
work has focused on investigating the capabilities and limitations
of learning-based approaches to vulnerability discovery. For ex-
ample, it has been shown that language models tend to overfit
to code variants that are present in the training data, prompt-
ing the development of augmentation techniques to mitigate this
overfitting by applying code transformations during training that
do not semantically alter the code samples [32, 51]. Additionally,
Ullah et al. [61] demonstrate that language models produce non-
deterministic responses and often provide incorrect or unfaithful
reasoning over vulnerable code. Similarly, studies on limitations of
graph neural networks describe effects like over-squashing [2], over-
smoothing [28] and low performances on heterophilic graphs [49],
such as those used in vulnerability discovery.

In contrast to this previous work, our study aims to better under-
stand the low performance of current learning models. By analyzing
them through the lens of code metrics, we reveal their tendency
to focus on basic statistical properties rather than code analysis.
This finding aligns with observations of limited robustness and
unclear reasoning from prior studies, adding a new facet to our
understanding of why learning models continue to struggle with
identifying vulnerabilities.

8 Limitations
Our retrospective analysis of LLMs for vulnerability discovery in-
herently carries limitations due to its empirical nature. Potential
threats to validity arise from the evaluation data as well as the
choice of syntactic code metrics used in our experiments and the
general possibility of confounding variables in machine learning,
which we discuss in the following.

Dataset quality. The quantity and quality of data for machine
learning is a critical factor in vulnerability discovery and remains
an active research area [3, 7, 8, 14]. Our findings are tied to the char-
acteristics of the employed datasets. While LLMs could potentially
outperform code metrics if considerably larger and more represen-
tative datasets were available for evaluation, with PrimeVul we
are working with the currently largest and most refined dataset in
this domain. PrimeVul is the result of substantial efforts within the
research community, and there is no indication that significantly
larger datasets will become available in the near future due to the
difficulty of labeling security defects automatically.

https://github.com/mlsec-group/cheetah
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Selection of metrics. For our experiments, we consider a set of 23
syntactic code metrics. These metrics include re-implementations
from prior work on identifying vulnerable code regions, as well as
newly designed metrics aimed at capturing common characteristics
of security flaws. We made a best effort to compile a comprehensive
and representative set of metrics derived from syntax. However, this
selection naturally does not encompass the full range of metrics
available in software engineering, which also includes dynamic
and operational measures. Some of these additional metrics may
introduce new information and could correlate even more strongly
with recent LLMs than the ones we considered. Nevertheless, this
does not invalidate our findings; rather, it demonstrates that our
results establish a lower bound on the predictive power that can be
explained through the lens of code metrics.

Hidden variables. As in most machine learning research, hidden
variables that influence predictions cannot be fully ruled out. For
instance, a code change may alter semantics without affecting code
metrics, in which case the metrics cannot fully account for the
change in model prediction. This could stem from hidden variables
exploited by the models or from further code metrics not included
in our assessment. Likewise, a confounding hidden variable might
affect both the metrics and the prediction outcome. In the first case,
our evaluation likely underestimates the impact of code metrics,
while in the second it overestimates their influence.

9 Conclusion
Our study uncovers an unexpected behavior of current LLMs for
vulnerability discovery. While these models are widely believed
to offer sophisticated analysis, we find that they largely capture
basic statistical properties rather than deeper, structural insights of
code. Simple code metrics can measure the very same properties
using just a fraction of the computing resources. In combination
with a traditional classifier, they currently perform on par with
the best vulnerability discovery models. Our root-cause analysis
confirms that the models closely align with code metrics, drawing
on equivalent information for their decisions. The best-performing
LLMs even exhibit a causal dependency on them.

While code metrics are valuable for identifying potential issues,
they are, by design, insufficient for accurately pinpointing vul-
nerabilities. This limitation is evident from the consistently low
performance of all methods in our experiments. Consequently, we
do not advocate code metrics as a promising direction for advancing
vulnerability discovery. Instead, we propose to take a step back and
use code metrics as a reality check for rethinking the process of vul-
nerability discovery. We hope that the recommendations outlined
in this work contribute to the development of more effective meth-
ods capable of obtaining deeper insights into code when learning
and identifying security flaws.
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A Structural Code Metrics
In our study, we analyze and implement 23 code metrics within the
framework introduced in Section 3. For each metric, we provide a
formal definition of the filter function 𝐹 , mapping function𝑀 , and
reduction function 𝑅 in Table 4. We use 1 as the indicator function.
Some metrics use auxiliary measures, which are denoted with an
additional index, such as M1.1.

For the filtering step, we traverse the syntax tree to identify and
extract all subtrees that match specific code metric patterns. These
patterns are defined using a tree query language capturing node
types, their relationships, and apply quantifiers to these relation-
ships. We build on the Tree-sitter query language [60], extending
it to provide the necessary expressiveness. Conceptually, our lan-
guage is based on S-expressions, which are textual representations
of tree structures originating from the LISP programming language.
Just as regular expressions used for pattern matching in text, this
query language enables pattern matching within tree structures.
Table 5 lists the building blocks of our query language.

The core unit of our language is a node, which can be matched
by a specific type, a wildcard specifier (_), an alternative of types
((a) | (b)), or a type negation (!a). Each node can be connected
by three types of relationships: parent-child, siblings, and descen-
dants. The parent-child relationship is specified by placing the child
node within the parentheses of the parent, as in (a (b)).

Table 5: Building structures for our tree query language.

Rule Notation Description

Node (a) Matches each node of type ‘a’
Parent-Child (a (b)) . . .with one child of type ‘b’
Siblings (a (b) (c)) . . .with exactly two children of type ‘b’ and ‘c’
Sibling Quantifier (a (b)*) . . .with arbitrarily many children of type ‘b’
Descendant Quantifier (a (b)∗̂) . . .with a path graph of nodes of type ‘b’
Alternative ((a) | (b)) Matches each node of type ‘a’ or ‘b’
Negation (!a) Matches each node whose type is not ‘a’
Wildcard (_) Matches any node
Annotation (a) @x Assigns the name ’x’ to node of type ‘a’

Adding more child nodes implies a sibling relationship, as in
(a (b) (c)), where b and c are siblings. To indicate an arbitrary
number of children, we use sibling quantifiers * (zero or more
matches) and + (one or more matches) on a child node. Similarly, the
descendant quantifiers ∗̂ and +̂ allow expressing depth-traversal of
the tree. Lastly, to access attributes of specific nodes in the mapping
function, they can be annotated with (a) @node. The following
map function can use this annotation to calculate various numerical
values. For example, |𝑡 .node| corresponds to the cardinality of the
node type in the subtree 𝑡 .

Table 4: Overview over all 23 structural code metrics.

Description Filter Map Reduce

Code Smell Metrics
S1 # magic numbers (number_literal) @num 𝑡 ↦→ 1[𝑡 .num ∉ {−1, 0, 1} ] sum
S2 # goto (goto_stmt) 𝑡 ↦→ 1 sum
S3 # function pointers ((declaration (init_declarator (function_declarator)))

| (parameter_declaration (function_declarator)))
𝑡 ↦→ 1 sum

S4 # function calls with unused returns (expr_stmt (call_expr)) 𝑡 ↦→ 1 sum
S5 # if without else (if_stmt !alternative) 𝑡 ↦→ 1 sum

Complexity Metrics
C1 cyclomatic complexity (cond_stmt (_)) 𝑡 ↦→ 1 + c1.1(𝑡 ) sum
C1.1 # logical operators (binary_expr (operator) @op) 𝑡 ↦→ 1[𝑡 .op ∈ {’&&’, ’ | |’} ] sum
C2 # loops (loop_stmt) 𝑡 ↦→ 1 sum
C3 # nested loops (loop_stmt ((!loop_stmt)∗̂ (loop_stmt))) 𝑡 ↦→ 1 sum
C4 max nesting level of loops (loop_stmt ((!loop_stmt)∗̂ (loop_stmt))∗̂) 𝑡 ↦→ C2(𝑡 ) + 1 max
C5 # parameters (parameter_declaration) 𝑡 ↦→ 1 max
C6 # nested control structures (ctrl_stmt ((!ctrl_stmt)∗̂ (ctrl_stmt))) 𝑡 ↦→ 1 sum
C7 max nesting level of control structure (ctrl_stmt ((!ctrl_stmt)∗̂ (ctrl_stmt))∗̂) 𝑡 ↦→ C6(𝑡 ) + 1 max
C8 max # control structures in a control structure (ctrl_stmt ((!ctrl_stmt)∗̂∗ (ctrl_stmt)∗̂∗) 𝑡 ↦→ C6(𝑡 ) max
C9 # return stmts (return_stmt) 𝑡 ↦→ 1 sum
C10 # casts (cast_expr) 𝑡 ↦→ 1 sum
C11 # local variables (declaration) 𝑡 ↦→ 1 sum
C12 max # operands (binary_expr) 𝑡 ↦→ 𝜇(identifier|literal),sum (𝑡 ) max

Memory Metrics
M1 # heap allocations (_) 𝑡 ↦→ M1.1(𝑡 ) +M1.2(𝑡 ) sum
M1.1 # new allocations (new_expr) 𝑡 ↦→ 1 sum
M1.2 # call allocations (call_expr function: (identifier) @name) 𝑡 ↦→ 1[’alloc’ in 𝑡 .name] sum
M2 # pointer dereferences ((pointer_expr) | (subscript_expr) | (field_expr)) 𝑡 ↦→ 1 sum
M3 # pointer arithmetic ((binary_expr) | (unary_expr)) 𝑡 ↦→ 1[M3.1(𝑡 ) > 0] sum
M3.1 # pointer variables ({type: 'pointer'}) 𝑡 ↦→ 1 sum

Syntax Tree Metrics
T1 # AST nodes (_) 𝑡 ↦→ 1 sum
T2 max height of AST (_ (_)∗̂) 𝑡 ↦→ |𝑡 | max
T3 average # of children (_ (_)+ @children) 𝑡 ↦→ |𝑡 .children | avg
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Table 6: Performance of different vulnerability prediction approaches on the PrimeVul [14] dataset.

Predictor Efficiency F1 ↑ AUPRC ↑ MCC ↑ BAcc ↑ VD-S ↓

Code Metrics
SCM 2.354 20.32 ± 0.59 13.80 ± 0.82 18.90 ± 0.55 62.22 ± 0.64 90.20 ± 0.70

Code Language Models
UniXcoder [26] 0.130 20.69 ± 1.43 13.32 ± 1.22 21.36 ± 1.06 67.23 ± 2.38 92.84 ± 0.79
PDBERT [38] 0.121 19.50 ± 1.17 13.38 ± 0.68 20.67 ± 0.40 69.19 ± 1.86 92.40 ± 1.23
CodeGen 2.5 [43] 0.002 18.57 ± 0.54 13.22 ± 0.30 17.07 ± 0.41 63.23 ± 1.19 92.50 ± 0.49
LineVul [23] 0.112 18.48 ± 1.23 11.68 ± 0.82 19.34 ± 0.93 68.36 ± 2.06 92.66 ± 1.35
StarCoder 2 [39] 0.002 17.09 ± 0.41 12.46 ± 0.40 19.73 ± 0.48 72.25 ± 1.41 94.17 ± 0.44

General-purpose LMs
GPT-3.5 Turbo 1.3 × 10−4 5.80 ± 0.83 2.56 ± 0.18 3.34 ± 1.01 52.96 ± 1.09 100.00 ± 0.00
GPT-4o 8.90 × 10−7 5.31 ± 0.35 2.50 ± 0.10 2.72 ± 0.90 54.17 ± 1.47 100.00 ± 0.00
Random - 4.42 ± 0.19 2.33 ± 0.01 0.05 ± 0.36 50.15 ± 0.45 99.60 ± 0.18

B Additional Results
In addition to the main results presented in the paper, we aim to
provide further insight into the model configurations and a more
fine-grained view of our results.

Model configuration. The transformer-based models were trained
for 10 epochs using a learning rate of 2×10−5, a batch size of 8 with
8 gradient accumulation steps, and early stopping with a patience of
10 and no minimal improvement requirement. ReVeal and Devign
used larger batch sizes of 256 with 50 gradient accumulation steps
to stabilize optimization, a higher learning rate of 1×10−4 and were
trained for 100 epochs with the same early stopping criterion. The
code metrics-based model was trained for 10 minutes, requiring no
further hyper parameter selection.

Model performance. In addition to the performance metrics re-
ported as part of our evaluation in Table 2, we further report in
Table 6 the Matthews correlation coefficient (MCC), the balanced
accuracy (BAcc), and the vulnerability detection score (VD-S)—the
false negative rate at a fixed false positive rate of 0.05%—introduced
alongside the PrimeVul dataset [14].

Most importantly, we find that no single model achieves the best
performance across all metrics. However, three models stand out:
UniXcoder ranks highest in two of the five metrics but never ranks
second; PDBERT ranks second-best in four of the five metrics but
never ranks highest; and the code metrics-based model achieves
the best score in two metrics and the second-best score in one.

This finding suggests that analyses of vulnerability discovery
models should always report results across a variety of metrics, as
the assessment of which model performs best can vary depending
on the chosen metric. In our experiments, UniXcoder, PDBERT,
and the code metrics-based model perform comparably overall
considering different metrics.

In addition to the model performance, we report the parameter
efficiency by calculating the improvement in percentage points over
the random baseline per million parameters. This metric addresses
the intuitive question: How much improvement over the baseline
is gained by adding one million parameters? We find that the code
metrics-based model shows the greatest parameter efficiency at
two orders of magnitude higher than those of the next best, UniX-
Coder, which shows the greatest efficiency among the LLM-based
approaches. This metric can guide the selection of models that offer
the best trade-off between performance and size.
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