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ABSTRACT
Several learning-based vulnerability detection methods have been

proposed to assist developers during the secure software devel-

opment life-cycle. In particular, recent learning-based large trans-

former networks have shown remarkably high performance in

various vulnerability detection and localization benchmarks. How-

ever, these models have also been shown to have difficulties accu-

rately locating the root cause of flaws and generalizing to out-of-

distribution samples. In this work, we investigate this problem and

identify spurious correlations as the main obstacle to transferability

and generalization, resulting in performance losses of up to 30%

for current models. We propose a method to measure the impact

of these spurious correlations on learning models and estimate

their true, unbiased performance. We present several strategies to

counteract the underlying confounding bias, but ultimately our

work highlights the limitations of evaluations in the laboratory for

complex learning tasks such as vulnerability discovery.

CCS CONCEPTS
• Security and privacy→ Software and application security;
• Computing methodologies→Machine learning.

KEYWORDS
Vulnerability Discovery, Confounding Effect, Overfitting, Causal

Learning, Large Language Models

1 INTRODUCTION
The traditional approach to finding vulnerabilities in software relies

on manual code review and extensive testing. This approach is

time-consuming, resource-intensive, and prone to human error.

Static program analysis, on the other hand, supports developers

and security professionals in automatically identifying and locating

potentially flawed areas without actually running the program.

Unfortunately, such static application security testing (SAST) tools
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often report many false positive alerts, which consequently require

expensive manual triage as well.

As a remedy, methods for learning-based vulnerability detection

have been proposed to automatically derive rules from historical

data to increase the detection rate while at the same time pertaining

to a lower false-positive rate [31, 39]. These machine learning (ML)

models have been shown to outperform rule-based SAST tools un-

der laboratory settings [15, 65]. There is a vast number of learning-

based detection methods available differing mainly in their model

architecture, dataset, and the preprocessing techniques they use.

For instance, there exist sequence-based solutions from the NLP do-

main [31, 39], graph neural networks for code analysis [7, 9, 50, 65]

and more recently transformer-based models [8, 15, 46].

With large language models (LLMs) being on the rise, trans-

former networks have been trained on many code-centric tasks,

achieving remarkable results on, for instance, code clone detec-

tion [61], code completion [33], code generation [45] and code

summarization [51]. Naturally, this progress has also inspired LLM-

based approaches for vulnerability detection and localization. How-

ever, since training an LLM requires a vast amount of data and re-

sources, techniques categorized as one-shot and few-shot learning

have been adopted to fine-tune pre-trained models in this setting.

Novel advances like adapters [22] or low-rank adaption [23] yield

possibilities to optimize pre-trained LLMs for very specific learning

tasks. Similarly, it has been shown that the learned representa-

tion of pre-trained LLMs beneficially supports the performance on

fine-tuned downstream tasks [24].

As a consequence of this development, recent works present an

astonishing performance on the discovery and localization of de-

fects in source code using fine-tuned LLMs, beating prior learning-

based and rule-based methods by far and achieving more than 90%

balanced accuracy under in-lab conditions [15]. A further benefit of

these transformer networks is improved vulnerability localization

through the interpretation of token attention scores as a measure

of code importance [15, 40]. This success of transformer networks,

however, is overshadowed by a notable weakness: The models fail

to generalize to out-of-distribution samples [8]. That is, high perfor-

mance is only achievable if the training and test data come from the

same software project, which obviously undermines the practical

utility of learning-based vulnerability discovery.

In this work, we explore the reason for this deficit and show that

transformer networks suffer from spurious correlation, hindering

https://doi.org/10.1145/3605764.3623915
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generalization and transferability. These correlations create a con-

founding bias in the learning models, which impacts the detection

as well as localization of vulnerabilities. The networks not only

fail to identify out-of-distribution data but also hint at irrelevant

code when explaining their decisions. To characterize this prob-

lem, we propose a methodology to measure the impact of spurious

correlations on learning-based vulnerability discovery using the

framework of causal inference. To this end, we correlate the loss

in performance with semantics-preserving transformations that

gradually change the appearance of the code. We find that even

minor tweaks in style, control flow, or variable naming are enough

to render transformer networks unusable.

We propose three techniques to counter the underlying con-

founding effects: First, we observe that graph neural networks

(GNNs) are less susceptible to artifacts in the dataset and hence

offer an alternative architecture for vulnerability discovery. Second,

we can mitigate some confounders by pre-tokenizing the input for

the LLMs, and finally, we propose to normalize code to a canoni-

cal representation before passing it to LLMs. The latter achieves

the best overall results. Although we cannot completely eliminate

spurious correlations, their impact can be reduced significantly,

enabling research to avoid confounding effects.

The rest of this paper is structured as follows: We begin with an

introduction to LLMs and graph representations for vulnerability

discovery in Section 2. Then, we detail our problem setting and

introduce ourmethodology in Section 3. In Section 4, we present our

empirical evaluation and discuss the results in Section 5, ending

with the related work section and conclusion in Section 6 and

Section 7, respectively.

2 VULNERABILITY DISCOVERY
Let us start by introducing the basic concepts of large language

models (LLMs) and graph neural networks (GNNs) for the task

of vulnerability discovery, before exploring their limitations and

confounding effects.

2.1 Vulnerability Discovery
A vulnerability detection method aims to derive a single score

indicating the vulnerability likelihood of a program based on a

particular representation of it. This is expressed in Definition 1,

which defines a decision function that takes a piece of code and

maps it to the probability of it being vulnerable.

Definition 1. A method for static vulnerability discovery is a de-
cision function 𝑓\ : 𝑥 ↦→ 𝑃 (vulnerable | 𝑥) that maps a code sample
𝑥 to its probability of being vulnerable [17].

Learning-based methods for vulnerability discovery utilize a

parameterized classification function 𝑓\ as depicted in Definition 1,

whose weights \ are optimized during training on a dataset of

vulnerable and non-vulnerable code samples [18]. We denote the

classes with prediction probabilities as Vulnerable and Clean,

where the former denotes a sample with a code bug present and

the latter denotes a sample without bugs.

2.2 Large Language Models
Prior works apply models borrowed from the natural language

processing domain to vulnerability discovery [31]. This includes

the interpretation of code as a natural sequence of tokens. Models

like recurrent neural networks (RNNs) or long short-term mem-

orys (LSTMs) are naturally suited for this task [31, 39, 65]. With

the rise of LLMs, which are in essence large transformer models,

such networks are increasingly used and fine-tuned for the task of

detecting and locating code defects.

Typically, a transformer model consists of either an encoder, a

decoder, or both [32]. Each part is composed of multiple blocks

consisting of bidirectional multi-head self-attention mechanisms

and feed-forward neural networks. Compared to RNNs, transformer

models are not limited by the Markov property, where the last

hidden state of an RNN needs to store the latent representation of

the entire program. Instead, attention matrices produce an attention

vector for each token denoting the influence of each other token

in the sequence [15]. Since the self-attention mechanism is the

heart of LLMs, we define it formally using the original notation

by Vaswani et al. [48]:

Attention(𝑄,𝐾,𝑉 ) = Softmax

(
𝑄𝐾𝑇√︁
𝑑𝑘

𝑉

)
(1)

The matrix 𝑄 ∈ R𝑑model×𝑑𝑘
denotes a query containing the set

of representations for the current tokens, which is then multiplied

with the key matrix 𝐾 ∈ R𝑑model×𝑑𝑘
. The result is scaled by the

inverse square root of the embedding size 𝑑𝑘 and finally, after a

softmax, used as an index to the value matrix 𝑉 ∈ R𝑑model×𝑑𝑣
yield-

ing the attention vector. 𝑑
model

denotes the size of the vocabulary

and the 𝑄 , 𝐾 and 𝑉 matrices can be split into multiple attention-

heads to capture richer semantics. Recent methods for vulnerability

discovery, such as LineVul [15], use pre-trained transformer net-

works, like CodeT5 [52], BERT [12] or RoBERTa [34], and fine-tune

them on vulnerable code.

2.3 Graph Neural Networks
Since programs can be modeled as directed graphs [1, 5, 58], a

different strain of research has explored graph representations for

source code instead of flat token sequences [9, 50, 65]. We refer to

the resulting program representation as a code graph and denote

the underlying directed graphs as 𝐺 = 𝐺 (𝑉 , 𝐸) with vertices 𝑉

and edges 𝐸 ⊆ 𝑉 × 𝑉 . Moreover, nodes and edges of the graphs

are attributed, that is, elements of 𝑉 or 𝐸 are assigned values in a

feature space that characterize local properties of the code.

Different code graphs capture different syntactic and semantic

features. A popular representation is the code property graph (CPG)

by Yamaguchi et al. [58], which is a combination of the abstract

syntax tree (AST), the control flow graph (CFG), and the program

dependence graph. Other approaches use different combinations,

for instance, combining the AST with the CFG and the data flow

graph (DFG) [6]. Using such representations, research has started

to focus on graph convolutional networks (GCNs) [65]. These net-

works are a class of deep learning models realizing a function

𝑓 : 𝐺 (𝑉 , 𝐸) ↦→ 𝑦 ∈ R𝑑 that can be used for the classification of

graph-structured data [40].
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GCNs can be viewed as a generalization of convolutional neural

networks (CNNs), just as an image can be viewed as a regular grid

graph where each pixel denotes a node in the graph connected by

edges to its neighboring pixels [57]. A graph convolutional net-

work needs two mandatory input parameters, that is, an initial

feature matrix 𝑋 ∈ R𝑁×𝐹 , with 𝑁 being the number of nodes in

the graph and 𝐹 the number of features per node, and the topol-

ogy commonly described by the adjacency matrix 𝐴 ∈ [0, 1]𝑁×𝑁 .

The most popular GCN types belong to so-called message passing

networks (MPNs) where the prediction function is computed by

iteratively aggregating and updating information from neighboring

nodes. One of the simplest MPNs is the one defined by Kipf and

Welling [26]:

ℎ (𝑙 ) = 𝜎 (𝐴ℎ (𝑙−1)𝑊 (𝑙−1) ) (2)

withℎ0 = 𝑋 [26]. Here, the intermediate representations are linearly

projected and sum-wise aggregated according to the normalized

adjacency matrix 𝐴 with self-loops followed by a non-linear acti-

vation function. These GCNs can be stacked to learn filters w.r.t.

larger neighborhoods. Other GCN layers use different aggregation

and update mechanisms, for instance, instead of an multilayer per-

ceptron (MLP), gated graph neural networks (GGNNs) use gated

recurrent unit (GRU) cells to update the hidden state of nodes [29],

while graph attention network (GAT) layers use attention mecha-

nisms [49]. We refer the reader to the overview article by Wu et al.

[57] that discusses GNNs in detail.

Because of the fitting premise of GCNs, they have been widely

adopted for representation learning on code graphs. The graph-

based approaches in recent literature outperform classical SAST

tools and older sequential models, such as VulDeepecker [31] or

Draper [39]. Graph-based methods like Devign [65] and ReVeal [7]

are currently among the best learning-based approaches for vul-

nerability discovery, though with lower performance than recent

methods based on LLMs.

3 METHODOLOGY
Weproceed to outline the problem setting and introduce ourmethod-

ology for measuring the impact of spurious correlations.

3.1 Problem Setting
Currently, many popular learning-based vulnerability detectors

exist with varying efficiency. Furthermore, previous works have

shown, that although these approaches provide promising results,

their ability to precisely pin down the root cause of a bug is lacking.

It is questionable, how a security practitioner should respond when

a model classifies a function as vulnerable if the model is unable to

precisely locate the bug.

Some models come with an integrated explanation mechanism,

for instance, LLMs, while others can be enhanced using model-

agnostic explanation mechanisms [42], such as Class Activation

Maps (CAM) or SHAP [35]. These explanation methods provide a

more fine-grained view of the decision of the model and can be used

for line-level or even statement-level bug localization. However,

these methods provide vastly differing results [54, 66] and a fair

comparison is generally non-trivial [3, 16]. It has been shown that

vulnerability discovery models tend to focus on irrelevant artifacts

in the provided data [16] and that their measured performance may

be biased with respect to practice [3, 7].

A motivating example. Let us consider the example in Figure 1.

Here, LineVul [15] correctly identifies a bug in the given C function.

However, the model falsely claims that the root cause lies in line 2,

that is, the instantiation of a matrix on the stack. The actual cause

of the vulnerability, however, is a type confusion in lines 3 and

5. The variable var is pulled from a hash map and then, without

further checks, converted to a double
1
. The matrix plays no role

in this vulnerability and thus the explanation misleads a manual

investigation of the finding.

1 ...
2 float matrix[3][3] = {{0,0,0}, {0,0,0}, {0,0,0}};
3 if (zend_hash_index_find(Z_ARRVAL_PP(var), (j), (void **)

&var2) == SUCCESS) {
4 SEPARATE_ZVAL(var2);
5 convert_to_double(*var2);
6 matrix[i][j] = (float)Z_DVAL_PP(var2);
7 ...

Figure 1: Type confusion bug in the PHP Zend engine.

Interestingly, the tokens with the greatest attention scores from

LineVul in line 2 consist of “float”, “}}” and “{{”. In the training set,

these tokens co-occur 198 times for vulnerable functions and only

67 times for non-vulnerable functions, thus creating a spurious

correlation. The model incorrectly learns this correlation as an

indicator for a vulnerable function. Obviously, there must be more

biases present in the training dataset such as the one identified here,

which makes the model concentrate on irrelevant artifacts.

The problem becomes worse when we try to slightly change the

coding style and obfuscate some lines as seen in Figure 2. Although

the function is semantically equivalent and onlyminimally changed,

LineVul now classifies this function as clean, despite the original

vulnerability being still present.

1 ...
2 float matrix[3 & 0xF][3 & 0xF] = {
3 {0o0, 0o0, 0o0}, {0o0, 0o0, 0o0}, {0o0, 0o0, 0o0}};
4 if (zend_hash_index_find(Z_ARRVAL_PP(var), (j), (void **)&

var2) ==
5 SUCCESS) {
6 SEPARATE_ZVAL(var2);
7 convert_to_double(*var2);
8 matrix[i][j] = (float)Z_DVAL_PP(var2);
9 ...

Figure 2: Obfuscated version of type confusion bug.

To visualize the effect of spurious correlation, we present Figure 3

which derives a simple causal model for a vulnerability discovery

function 𝑓\ [44]. Here, 𝑋 is the input data and 𝑌 is the label, being

either vulnerable or clean. The learning goal of 𝑓\ is to find

a relationship between the learned representation 𝑅 to the label

𝑌 . There is a relationship 𝐶 ← 𝑋 → 𝐴 denoting that the causal

features 𝐶 and trivial or biased feature patterns 𝐴 both influence

the final latent representation 𝑅. Missing or different artifacts in

unseen data then weaken the model performance.

1
https://cve.report/CVE-2014-2020
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Figure 3: Simple causal model of machine learning for vul-
nerability discovery.

The artifacts are called confounders in causal learning and in our

example, the confounders originate from irrelevant features that

cause the model to learn biased representations. A simple example

for an artifact would be a common code style in all vulnerable

samples and a different style for all clean samples. The ultimate

goal in this work is not only to measure 𝑓 and the actual influence of

𝐴 but also to remediate this influence since these learned artifacts

hinder the model from generalizing well over unseen or out-of-

distribution data, that is, real-world code.

To this end, we identify three sources of bias that can manifest

as artifacts in program code:

(1) Coding style. Every collected sample has an implicit coding

style. Since many open-source projects use automatic linting,

it is likely that samples from one project to another differ in

their styles. If there are more vulnerable samples from one

project than another, the coding style correlates with 𝑌 .

(2) Control flow. Projects often contain different calling hier-

archies or indirections due to programming patterns, for

instance, object-oriented design principles. Several projects

and authors prefer one pattern over another which may

introduce further confounding bias.

(3) Naming. Different samples from different projects naturally

vary in their naming conventions. Hence, vulnerable sam-

ples may potentially differ in variable naming compared to

clean samples. Although it is common to mask such symbols,

recent works unfortunately desist from normalizing them.

This list is non-exhaustive since, potentially, there can be an

infinitely large number of artifacts. Nonetheless, we state that a

model is confounded if artifacts heavily influence its decision. Since

other works do not account for this, we propose a more reliable

evaluation methodology.

3.2 Evaluating Models
Current models for learning-based vulnerability discovery suffer

from low transferability and generalizability. Yet, they pertain to

a high true positive and true negative rate on test sets aligning

with the training distribution [7, 8]. How a security expert can gain

insight into how well the model performs in practice is an open

research question. The performance can not be truly measured on

the test set, as it is of the same distribution as the training set and

might lack diversity compared to real-world code samples.

Training the model on one dataset and testing on another is

a possible evaluation approach; however, it remains unclear how

many datasets one has to evaluate.Worse still, vulnerability datasets

are scarcely available [7]. Using more datasets improves the insights

gained, but increases the amount of data and computing resources

necessary for the evaluation. As a consequence of this situation,

we propose a method that uses only one dataset.

To motivate our evaluation scheme, we briefly introduce the

concept of causal inference that reveals influencing variables. If we

inspect Figure 3, it is trivial to see that the representation learned

by a model 𝑓 directly influences the predicted label 𝑌 . But instead

of using the sample under analysis to directly influence the repre-

sentation, we model it so that 𝑋 has a causal and a trivial part [44].

We call the latter the confounding variable, shortcut feature, or

spurious correlation [44]. As a result, we have three relationships:

𝐴← 𝑋 → 𝐶 ,𝐶 → 𝑅 ← 𝐴, and 𝑅 → 𝑌 . To measure the true causal

correlation and to remove confounding variables in causal learning,

it is common to calculate the influence of one variable affecting the

other by intervention.
This can be done using do-calculus [36], that is, we can stratify

the confounder by calculating the influence of 𝐶 → 𝑌 given all

possible artifacts from 𝑎 ∈ 𝐴 [36]:

𝑃 (𝑌 |𝑑𝑜 (𝐶)) =
∑︁
𝑎∈𝐴

𝑃 (𝑌 |𝐶,𝐴 = 𝑎)𝑃 (𝑎) (3)

We approximate the distribution of 𝐴 by calculating the esti-

mated likelihood of the code samples 𝑋 = (𝑥0, . . . , 𝑥𝑛) with our

different perturbations. As using all possible artifacts is not feasible,

we use a subset 𝐴′ ⊂ 𝐴 and define an artifact 𝑎 ∈ 𝐴′ to be a variant
of the code samples 𝑘𝑎 (𝑋 ) = (𝑘𝑎 (𝑥0), . . . , 𝑘𝑎 (𝑥)𝑛) obtained by one

of our perturbations 𝑎 ∈ 𝐴′. Equation 3 then becomes:

𝑃 (𝑌 |𝑑𝑜 (𝐶)) ≈
∑︁
𝑎∈𝐴′

𝑃 (𝑌 |𝐶,𝐴 = 𝑎)𝑃 (𝑎) . (4)

We estimate 𝑃 (𝑎) = 𝑃\ (𝑎)∑
𝑎′ ∈𝐴′ 𝑃\ (𝑎′ )

≈ 𝑃 (𝑎) empirically by calcu-

lating the likelihood of a particular variant of the code sample 𝑃\ (𝑎)
utilizing a generative LLM with weights \ . We calculate the likeli-

hood of each token of the code sample dependent on the previous

tokens. Since calculating the likelihood of the entire sequence by

multiplying the individual token likelihoods is numerically infeasi-

ble, we instead average the log-likelihoods over the entire sequence

to obtain the approximate likelihood, similar to the calculation of

the perplexity, a popular metric for generative LLMs [37].

Further, we can measure the impact of the artifacts on the model

by calculating the average relative difference between the original

model decision compared to the decision when every artifact is

marginalized. We call this difference the confounding effect,

𝑐 =

∑
𝑎∈𝐴′ 𝑃 (𝑌 |𝐶,𝐴 = 𝑎)𝑃 (𝑎) − 𝑃 (𝑌 |𝐶,𝐴)

𝑃 (𝑌 |𝐶,𝐴) (5)

As an intuition, consider 𝑐 = 0, meaning that 𝑃 (𝑌 |𝐶,𝐴) = 𝑃 (𝑌 |𝑑𝑜 (𝐶)).
However, the more 𝑐 deviates from 0, the greater the influence of

the artifacts and 𝑃 (𝑌 |𝐶,𝐴) ≠ 𝑃 (𝑌 |𝑑𝑜 (𝐶)).
The application of different perturbations to the code should

resemble a causal intervention. A non-confounded model should

perform equally on semantically equivalent but perturbed code

since the decision should solely depend on the causal feature part.
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Let us define the model predictions on the code samples under

different perturbations as ∀𝑎 ∈ 𝐴′ : 𝑓 (𝑘𝑎 (𝑥)). Consequently, this
intervention provides insight into how the model behaves under

different artifacts and yields a more robust basis for model evalu-

ation and comparison. In a more practical sense, suppose that we

have a metricM : 𝑓 → R assessing the quality of a learning-based

vulnerability discovery model, such as the accuracy. We then have

𝑐 =

∑
𝑎∈𝐴′M(𝑓 (𝑘𝑎 (𝑥))𝑃 (𝑎) −M(𝑓 (𝑥))

M(𝑓 (𝑥)) (6)

and can measure the influence of the confounder using the con-
founding effect as defined above.

3.3 Reducing Confounder
The measurement of the confounding effect of artifacts on the

model is one side of the coin, but on the other side, we also want

to reduce the influence of such trivial patterns on the model. We

propose three methods that can be applied to either LLMs or GNNs

for vulnerability discovery that mitigate the effects in practice.

LLMs with normalized code. To remove the effect of style arti-

facts on LLMs, one naive solution is to normalize the code. Code

normalization is the modification of code so that it conforms to a

given style guide, which reduces, but does not remove, the impact

of the personal style on the code [21]. As a code normalization

method, we apply one code style to all methods and use the uni-

formly formatted code as training data. This has the same effect

of normalizing the coding style, and thus removing style artifacts

while preserving closeness to real-world code and thus making

better use of the pretraining than the next method. We abstain from

normalizing the variable naming by masking the variable names

during training so that the effect of the naming artifacts can be

measured as part of our evaluation.

LLMs with pre-tokenized code. Another solution follows from the

work of Roziere et al. [38], who propose to tokenize the code before

applying the byte-pair encoding using a programming language-

specific lexer. They feed the resulting tokens as space-separated

plain text into the model, a process we refer to as pre-tokenization.
We adopt the same methodology, but as our models were trained

with untokenized code, we expect a performance drop from the

different data distributions obtained, as the code samples now lack

all newlines and other style practices common to real-world code.

Retraining the LLM completely on tokenized code is impractical

since the main benefit of LLMs is the adaptability to several tasks

using fine-tuning.

Causal graph learning. A more principled approach arises from

the work of Sui et al. [44] in the domain of GNNs: By applying an

intervention directly to the learning model, they can mitigate the

impact of confounding variables. This is done by conditioning the

causal input features, in this case, a code graph, per sample with

all possible trivial subgraphs obtained during training.

To encode the input graph, a graph isomorphism network (GIN)

layer is used followed by two MLPs to calculate a relevance score

for nodes and edges. For any node 𝑣𝑖 ∈ 𝑉 we calculate their node

attention and for any pair of nodes (𝑣𝑖 , 𝑣 𝑗 ) ∈ 𝐸 their edge attention.

Furthermore, the output dimension of theMLPs is halved to perform

a latent space disentanglement, where the first half will later be

optimized to contain only the relevant nodes that are causal for our

task and the second half will be trained to only contain the trivial

part of the graph, in this case, the artifacts.

A mean readout layer is applied last as a pooling strategy fol-

lowed by a final MLP with softmax activation as the prediction

head returning either vulnerable or clean. Using the attention

scores we can calculate attention masks for both, the causal and

trivial nodes, and causal and trivial edges. We apply these masks

to the adjacency matrix and feature matrix of the input graph re-

sulting in the causal and trivial subgraphs respectively. The causal

graph can be used to explain the prediction and track the cause of

a vulnerability.

To train the model in a supervised fashion, we first apply a tra-

ditional negative log-likelihood (NLL) loss to our ground truth and

the latent representation of the causal graph. Then, we take the

representation of the trivial subgraph and optimize the model to

separate trivial and causal features by fitting the softmax distri-

bution using the trivial graph to a uniform distribution using the

Kullback-Leibler divergence (KL). Finally, to stratify the confounder,

another NLL loss is calculated between the ground truth and the

prediction, while the causal graph is augmented with a random triv-

ial subgraph from another graph in the dataset. During the training

procedure, the model essentially learns to ignore trivial patterns.

4 EVALUATION
In this section, we describe the experimental setup and the results

of our evaluation. The experiments are devised to give answers

to the following research questions. We publish our code for easy

experimental reproduction
2
.

• RQ1: Are confounding effects measurable?

• RQ2: How do artifacts influence vulnerability localization?

• RQ3: Can the confounding effect be reduced?

4.1 Experimental Setup
We rely on Fraunhofer-CPG by Weiss and Banse [55] and networkx
[19] as tools to generate code graphs. The graph-based models are

implemented using Pytorch Geometric [14] and trained on AWS

EC2 g4dn instances. We use the transformers library [56] to fine-

tune the transformer-based models. The tokenization of code is

calculated using tree-sitter as the parser. The hyperparameters of

all models are documented in Table 1.

2
https://github.com/SAP-samples/security-research-confoundingeffects

Table 1: Hyperparameters used for considered models.

ReVeal StackLSTM CGIN CodeT5+ LineVul

Optimizer Adam AdamW

Learning Rate 5 · 10−4 10
−4

10
−4

10
−5

10
−5

Epochs 70 50 14 3 10

Batch Size 128 1 2 8 8

Warmup Steps 0 0 0 50 50

Weight Decay 10
−4

0 0 0.01 0.01

Number of parameters 719k 1.7M 222k 223M 249M
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Table 2: Function-level accuracies with different augmentations. CodeT5+𝑛 and LineVul𝑛 are trained on normalized data and
CodeT5+𝑡 is trained on tokenized data.

Transformation ReVeal CGIN StackLSTM CodeT5+ CodeT5+𝑛 CodeT5+𝑡 LineVul LineVul𝑛 LineVul𝑡

None 63.57% 61.55% 62.79% 94.62% 83.15% 59.51% 93.09% 83.62% 65.21%

Chromium 63.62% 62.24% 62.79% 59.21% 66.46% 59.56% 58.76% 68.68% 65.25%

Mozilla 63.59% 61.39% 62.84% 59.18% 66.54% 59.56% 57.67% 67.63% 65.25%

Google 63.53% 63.42% 62.79% 59.16% 66.20% 59.56% 58.95% 68.39% 65.25%

LLVM 63.43% 60.37% 62.84% 59.01% 66.54% 59.56% 58.73% 68.22% 65.25%

Uglify 62.29% 58.02% 61.04% 50.67% 55.62% 55.32% 50.44% 55.77% 60.30%

Uglify (-Whitespace) 62.86% 58.47% 61.04% 54.15% 57.37% 55.35% 49.51% 55.88% 61.02%

Obfuscate 50.51% 59.41% 50.74% 53.61% 59.41% 60.73% 52.11% 57.29% 60.74%
Obfuscate (+Format) 50.46% 56.12% 50.71% 37.14% 58.13% 61.19% 40.56% 53.60% 61.44%
Obfuscate (-Whitespace) 49.76% 55.28% 53.12% 52.05% 55.79% 55.50% 51.02% 53.68% 60.92%
Causal Accuracy 64.18% 61.59% 64.75% 59.09% 65.41% 59.80% 58.71% 67.46% 65.02%

Dataset. We use Big-Vul [13] as the underlying dataset for all

of our experiments, as it is one of the biggest currently available

datasets with line-level defect information. The dataset consists

of 26 635 vulnerable and 352 606 non-vulnerable functions from

different code repositories.

Transformations. We apply transformations on the dataset that

implicitly remove artifacts to obtain different variants of the dataset

for training and evaluation. These transformations can be catego-

rized into three classes:

(1) Styling. We apply style formatting using clang-format [21]

with different popular predefined styles. We test the pre-

defined styles Chromium, Google, LLVM, and Mozilla for a
diverse range of style choices. As previously described, ap-

plying the formatting removes style-related artifacts.

(2) Uglification. We test two different kinds of “uglification”. The

first variant consists of removing comments and renaming

all variables to a string of twelve randomly chosen lower-

case letters and applying style normalization. The second

variant is the same except for additionally removing all un-

needed whitespace. This transformation removes artifacts in

code style and naming whilst also partially removing causal

information, as the variable names are typically chosen de-

liberately and essential to detect vulnerabilities.

(3) Obfuscation. The obfuscation consists of randomly renam-

ing variables and functions, removing comments, adding

unneeded statements, adding function definitions, and re-

placing numbers with an obfuscated equivalent number. The

numbers are obtained by converting them to decimal, bi-

nary, octal, or hexadecimal. Additionally, we evaluate the

models on the obfuscated code after applying a predefined

coding style and after removing all unneeded whitespace.

The obfuscation also removes control-flow artifacts, since

statements are randomly inserted.

Models. We have chosen a diverse set of models for evaluation,

both graph-based and text-based. For graph-based models, we train

and evaluate ReVeal as a state-of-the-art GNN for vulnerability de-

tection [7] and causal graph isomorphism network (CGIN) [44] as

a causal graph model that mitigates the effect of artifacts. For text-

based models, we choose LineVul [15] and fine-tune a CodeT5+ [52]

model with 220 million parameters similar to Chen et al. [8] and

Thapa et al. [46]. We fine-tune the transformer models on the origi-

nal code available as part of the dataset. Additionally, we train the

models on normalized and tokenized code.

Delétang et al. [11] show that transformer models cannot gen-

eralize well over different-sized input token lengths. The authors

show that classical LSTMs with differentiable memory provide

stronger generalization performance than transformer models on

increasingly complex tasks. Since the number of tokens within

samples can impose another bias, we extend VulDeepecker [31], a

LSTM-based vulnerability discovery model, with a differentiable

stack [27]. VulDeePecker is generally inferior to the other mod-

els [7]. However, an LSTM with access to a stack has been shown

to provide advantageous results for regular and context-free tasks,

similar to the capabilities of a real-world parser [11].

Evaluation tasks and metrics. The models are evaluated based

on two tasks: function-level binary classification with the classes

vulnerable and clean and line-level classification of known-

vulnerable functions. We use the balanced accuracy, as the mean

between the true positive and true negative rate, for both tasks,

due to the heavily imbalanced datasets. Additionally, we measure

the causal accuracy as the balanced accuracy based on causal pre-

dictions according to Equation 4. Further, we use the balanced

accuracy as metricM for measuring the confounding effect from

Equation (6). For the line-level task, we use the top-1, top-3, and

top-5 accuracy as introduced by Fu and Tantithamthavorn [15].

To obtain a ranking of the lines by each model, we use model-

specific explainability methods. For the graph-based models we

obtain node relevance scores and then propagate these scores to

all lines included in the node to arrive at a line relevance [16].

We obtain node relevance scores for ReVeal by applying Grad-

CAM [41] and for CGIN by utilizing the causal node attention scores.

For the transformer-based models, we calculate the relevance of

each line in the same way as proposed by Fu and Tantithamthavorn

[15]. The relevance of each token in the line is summed to obtain the

aggregate line relevance. The token relevance is similarly obtained

as the attention to each token in the first layer of the encoder.
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As our transformations can change the layout of the code and

thus the locations of the vulnerable lines, we need to match the

original lines to the transformed lines. As thematching is non-trivial

and harder with additional transformations, we only test on the

original dataset and the styled variants. We match the vulnerable

lines to the formatted lines if one of the lines is an exact substring

of the other line without considering whitespace. As a baseline,

we also measure the expected top-k accuracy with random line

orderings, which can be calculated based on the expected best rank

of any vulnerable line, which is distributed according to a particular

negative hypergeometric distribution. More formally, the expected

rank is 𝐸 (𝑋 ) for 𝑋 ∼ 𝑁𝐻𝐺 ( |𝐿 |, |𝐿0 |, 1) with the set of all lines 𝐿

and the set of non-vulnerable lines 𝐿0. By calculating the expected

rank of each code sample in our test set, we can obtain the expected

top-k accuracy for a random baseline.

4.2 Results
In this section, we provide our experimental results and use the

outcomes to provide answers to our research questions.

RQ1: Are confounding effects measurable? In Table 2, we present

our results for the function-level prediction scores for all eight mod-

els measured in their balanced accuracy. The best performance per

transformation is bold and the second best value is italic. CodeT5+

and LineVul have an initial balanced accuracy of 94.62% and 93.09%

on the test set, respectively. That is an approximate increase of 50%

relative to ReVeal, StackLSTM, and CGIN. Interestingly, the detec-

tion performance of the transformer models shrinks to a detection

rate lower than that of the other models when the test samples are

transformed using different styles. With less than 60% balanced

accuracy CodeT5+ and LineVul are performing worse than the non-

transformer-based models having about 63% balanced accuracy on

average. This is a clear hint that the transformer models overfit on

artifacts in the train and test distribution aligning with the coding

style. The discrepancy between the performances with and with-

out augmentations for the other models is negligible, with CGIN

having the overall worst results with approximately 61%, followed

by StackLSTM with 62% and ReVeal with 63%.

The situation becomes worse when comparing the performances

of the transformer models when provided with uglified code, that

is, inlining functions, and removing whitespace and tabs. While

the other models pertain to a comparable performance at around

60%, the performance of LineVul and CodeT5+ is not different from

random guessing. The uglifier without the removal of whitespace

leaves CodeT5+ with 54%, while LineVul is still comparable to a ran-

dom guesser. Using an obfuscator is the most drastic augmentation

transformation, as it even changes control flow and adds superflu-

ous function calls. All models, except CGIN, are not significantly

better than random guessing in this scenario.

Furthermore, when comparing the accuracy obtained based on

causal-only features, it is obvious that the initial performance of

CodeT5+ and LineVul is based on artifacts instead of causal features

with only 59.80% and 58.71% causal accuracy, respectively. The

graph-based models ReVeal and CGIN as well as StackLSTM on the

other hand, obtain a causal accuracy near their initial performance,

indicating that their predictive performance is based on causal

features instead of artifacts.
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Figure 4: Confounding effect on function-level accuracy.
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Figure 5: Confounding effect on Top-5 line-level accuracy.

We show that there are indeed artifacts encoded in the training

set that negatively influence the models when transferring to se-

mantically equivalent code. If the model already fails in predicting

vulnerabilities in the test set with the same distribution as the train-

ing set but withminor changes, it is highly uncertain how it behaves

on real data. The reported performance scores of the models are not

suitable for a veracious comparison. While the initial highest per-

formance is 94.62%, the true models’ capabilities collectively level

off at around 60%. In summary, the influence of the confounding ar-

tifacts distorts the reported performance by up to 60% measured by

the discrepancy between the test and augmented test set. Figure 4

summarizes the confounding effect on different models visualizing

the degrees of performance drop. The transformers are in fact the

models most affected in this experiment.

RQ2: How do artifacts influence vulnerability localization? Ta-

ble 3, Table 4 and Table 5 show the top-1, top-3 and top-5 line-level

accuracy, respectively. The best scores per transformation are high-

lighted in bold. The first column denotes the performance of the

random baseline. This is included as a reference for the performance

of the models, as well as to show the limitations of our measure-

ment method. Due to the fuzzy matching of formatted lines to the

original lines, the number of total lines varies in the formatted code,

and consequently, the expected performance changes slightly.

Although the performance of the transformermodels for function-

level prediction is greatly influenced by the application of code

formatting, only much smaller differences for line-level localization

can be observed. For LineVul, the top-1 accuracy drops from 40.33%

to at most 38.67% while for CodeT5+ the performance increases

from 38.67% up to 44.75%. For the top-3 accuracy, the same effect
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Table 3: The Top-1 line-level Accuracy of the Transformer and Graph models with different code styles.

Codestyle Random ReVeal CGIN StackLSTM CodeT5+ CodeT5+𝑛 CodeT5+𝑡 LineVul LineVul𝑛 LineVul𝑡

None 26.86% 43.09% 43.65% 39.23% 38.67% 38.67% 38.67% 40.33% 39.78% 41.44%

Chromium 26.86% 44.20% 43.65% 45.86% 44.75% 44.75% 44.75% 37.02% 37.02% 37.02%

Mozilla 25.71% 43.65% 42.54% 44.20% 40.88% 40.88% 40.88% 38.67% 37.57% 39.23%

Google 28.57% 44.75% 44.20% 45.30% 44.75% 44.75% 44.75% 38.67% 37.57% 37.57%

LLVM 28.57% 44.20% 44.20% 45.30% 43.65% 43.65% 43.65% 35.91% 34.25% 34.81%

Table 4: The Top-3 line-level Accuracy of the Transformer and Graph models with different code styles.

Codestyle Random ReVeal CGIN StackLSTM CodeT5+ CodeT5+𝑛 CodeT5+𝑡 LineVul LineVul𝑛 LineVul𝑡

None 46.86% 59.67% 58.01% 58.56% 64.64% 64.64% 64.64% 62.43% 63.54% 64.09%

Chromium 46.86% 60.77% 57.46% 60.77% 64.64% 64.09% 63.54% 56.91% 55.25% 56.35%

Mozilla 45.14% 61.88% 58.56% 60.77% 64.09% 63.54% 63.54% 61.88% 60.77% 60.22%

Google 47.43% 61.33% 60.77% 61.88% 64.64% 64.09% 64.09% 55.25% 55.25% 55.25%

LLVM 46.86% 61.33% 58.56% 61.88% 64.64% 64.09% 64.09% 56.91% 56.35% 55.80%

Table 5: The Top-5 line-level Accuracy of the Transformer and Graph models with different code styles

Codestyle Random ReVeal CGIN StackLSTM CodeT5+ CodeT5+𝑛 CodeT5+𝑡 LineVul LineVul𝑛 LineVul𝑡

None 57.71% 67.96% 68.51% 66.30% 71.82% 71.82% 71.82% 69.06% 68.51% 69.06%

Chromium 57.71% 69.61% 69.06% 69.61% 71.82% 71.82% 72.38% 64.64% 64.09% 64.64%

Mozilla 57.71% 70.72% 69.61% 70.17% 70.17% 70.17% 70.72% 66.85% 66.30% 65.75%

Google 57.71% 69.61% 70.72% 69.61% 71.82% 71.82% 72.38% 62.98% 62.98% 63.54%

LLVM 57.71% 69.61% 69.61% 69.61% 71.82% 71.82% 72.38% 64.64% 62.98% 64.09%

can be seen for LineVul with a drop from 62.93% to 55.25% and at

most 61.88%, while CodeT5+ does not induce any big differences.

The same can be seen in the top-5 accuracy. The graph-based mod-

els CGIN and ReVeal yield smaller differences in their performance

and in general improve when a code style is applied. Their results

closely follow the expected performance and the variations in per-

formance can be explained by changes in the total number of lines

and the matched number of flawed lines.

All models show better than random performance, even when

applying the code formatting augmentation, implying they are not

relying on styling artifacts for line-level localization. For the top-1

accuracy, the graph-based models and CodeT5+ are competitive and

within reach of each other depending on the code style used with

no clear best approach. The performance of LineVul on the other

hand is worse than all the others, which is also seen for the top-5

accuracy and with mixed results for the top-3 accuracy. For the

latter, ReVeal and CGIN show similar performance with ReVeal

being better in all cases, while CodeT5+ is better than all other

models. CodeT5+ is also better than the other models in all cases

but one when considering its top-5 accuracy.

In summary, we see only a slight effect of artifacts on vulnerabil-

ity localization for CodeT5+ and the graph-based models. LineVul

is definitely affected by the removal of artifacts from the data and

shows an overall weaker performance. Models that are less affected

by the application of code formatting show an overall greater per-

formance for vulnerability localization, indicating that generalizing

code formatting changes are helpful to vulnerability localization. It

is interesting that CodeT5+ does not see a performance drop in vul-

nerability localization, even though it was present in function-level

prediction, indicating that the model is attending to the correct

parts of the code but drawing wrong conclusions. Moreover, the

performance difference between LineVul and CodeT5+ cannot be

satisfactorily explained, as both models are trained similarly with

the only difference being base architecture, indicating that the vul-

nerability localization performance of transformer models trained

with artifacts is unpredictable. The graph-based models on the other

hand are less affected in general and more predictable. Figure 5

visualizes the confounding effect calculated as the relative change

of top-5 line-level accuracy normalized by subtracting the random

baseline. All models suffer under the confounding effect, while

ReVeal and CGIN suffer the least.

RQ3: Can the confounding effect be reduced? Considering Table 2

again, we can see that the adjustment of the training procedure

for the transformer models significantly reduces the discrepancy

between the test and augmented test performance. LineVul trained

on normalized code achieves the best results on different styled

code of around 68%, followed by CodeT5+ trained in normalized

code with around 66%, beating the balanced accuracy scores from

ReVeal, StackLSTM and CGIN by ∼ 3%. As opposed to the tech-

nique by Roziere et al. [38], pre-tokenization of the input code may

decrease the artifact overfitting effect but its performance is still

inferior to the other non-transformer-based models.
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Tokenization and normalization for the LLMs also helped to

reduce the bias measured by the Uglify transformation. However,

ReVeal, StackLSTM, and CGIN outperform all transformer models.

Surprisingly, reducing the confounder effect on the transformers

helps to improve the performance on obfuscated code changes,

slightly outperforming CGIN with up to 7%.

Moreover, tokenization and normalization also boost the causal

accuracy of LineVul significantly. With a causal accuracy of 67.46%,

an increase of nearly 15% from the unnormalized model, LineVul𝑛

performs best in our testing, beating even the graph-based models.

CodeT5+𝑛 performs second-best with a causal accuracy of 65.41%,

but CodeT5+𝑡 only achieves 59.80%. We attribute this only slight

increase in performance of the tokenized model to the data distribu-

tion shift of tokenized data, which looks significantly different from

the real-world data, that the model was pre-trained on, requiring

further training. For LineVul𝑡 and CodeT5+𝑡 the causal accuracy is

equal to the accuracy of the raw data, indicating that the artifacts

initially present in the raw data are removed by tokenization.

It is also surprising that StackLSTM beats the transformer models

and CGIN on uglified code. We conjecture that the StackLSTM

learned to parse code despite syntactical differences. Considering

Figure 6, we can see that themodel learned to push opening brackets

to the stack and pop closing ones from the stack if encountering

them. Interestingly, StackLSTM learned to mimic a parser using the

vulnerability discovery dataset.

We have shown that we can reduce the confounding influence

of artifacts in the dataset on the detection models. GNNs are less

influenced by code obfuscations than by control flow distortions

as opposed to transformer models for which we observe the op-

posite effect. LSTMs are also less susceptible to style changes and

CGIN is a viable approach to reduce the confounding influence.

Transformer models and specifically LLMs are severely influenced

by slight code transformations, however, we can mitigate this by

rather normalizing the input code than tokenizing it.

In the end, LLMs prove their superiority to LSTMs and GNNs

when correctly trained. Recall Figure 4, CGIN and CodeT5+ trained

on pre-tokenized code reduced the confounding effect the most.

While training on normalized code is also a viable strategy, in

general, inferior to GNNs. The confounding effect on LineVul is
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Figure 6: The learned stack policy for StackLSTM.
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Figure 7: Confounding effect on Top-1 line-level accuracy.
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Figure 8: Confounding effect on Top-3 line-level accuracy.

largest on Top-3 line-level accuracy, considering Figure 8, while

some models, especially CodeT5+, even benefit from the artifact

removal as depicted by Figure 7 where they have a positive change

of up to 50% detection improvement.

Interestingly, the shape and values of the confounding effect on

the transformer models trained on the original data are nearly the

same as those of the corresponding models trained on normalized

and pre-tokenized data. As only the encoder input attention is used

for generating line-level localization as per LineVul’s method, this

indicates that the encoder input attention is not affected by the

presence of style artifacts in training while being greatly influenced

by the presence of style artifacts at inference.

5 IMPACT
In Section 4, we have measured the confounding effect on both the

function-level and line-level balanced accuracy for vulnerability dis-

covery models. We have seen that their predictive performance and

bug localization capabilities severely depend on artifacts present

in the dataset. Furthermore, we demonstrate that we can not only

measure but also reduce the confounding effect through our model

or pre-processing choices. We provide here the most critical sug-

gestions derived from our experimental study.

Tokenize the Code. The first insight is that using normalized

code for fine-tuning the transformers yields the best function-level

results on the augmented samples. However, there is still a measur-

able confounding effect of up to 𝑐 = 30% for CodeT5+ and LineVul.

That means that there are probably still artifacts remaining that

normalizing code cannot account for. GNNs and StackLSTM pro-

vide better robustness in the first place but lose performance after



AISec ’23, November 30, 2023, Copenhagen, Denmark Erik Imgrund, Tom Ganz, Martin Härterich, Lukas Pirch, Niklas Risse, and Konrad Rieck

code obfuscation. CodeT5 + on tokenized code has the lowest scores

but also the lowest confounding effect with around 𝑐 = 0%. Hence,

given an LLM, pre-tokenizing the code may be the best option to

receive unbiased performance results.

Compare against GNNs. ReVeal and CGIN have the best overall

robustness against artifacts. CodeT5+, however, shows the strongest

results in accurate line-level bug localization. Since a larger con-

founding effect hints that the model does not actually learn the

underlying task, we argue that the graph-based models have better

out-of-distribution performances and are thus better applicable to

real-world cases. This is also in line with the results from Chen

et al. [8]. By utilizing normalized or tokenized training data, the

confounding effect of the transformer-based models is reduced

such that their out-of-distribution performance is improved and

competitive with GNNs.

Better Transferability. We argue that our evaluation provides a

more faithful view of vulnerability discovery models. Obviously, if

models tend to overfit to artifacts on one dataset, they lack general-

ization to another. Out-of-distribution transferability is an impor-

tant property since this also mirrors the applicability to real-world

cases. We tested LineVul on another dataset containing vulnerabil-

ities from Chromium and Debian [7]. The new test set is disjoint

from the original trainset. LineVul achieves 50%, tokenized Line-

Vul 55%, and normalized LineVul 64% balanced accuracy on the

unseen samples, underlining the usefulness of our evaluation and

stratification approach.

6 RELATEDWORK
In the following, we provide an outline of recent works that are

tangent to this research area.

Vulnerability Discovery Models. There is a notable amount of re-

search interest in developing novel vulnerability discovery models

and comparing them to prior ones. With Vuddy [25] being a heuris-

tic vulnerable clone detectionmodel, Draper [39] and VulDeePecker

[31] being one of the first token-based deep learning solutions,

consecutive works started to benchmark their approaches against

them. Slicing-based approaches [9, 30] and graph-learning-based

approaches starting with Devign [65], have followed shortly after

[7, 50, 65] reporting remarkable success even compared to tradi-

tional rule-based tools. The novel soft-attention mechanism from

Vaswani et al. [48] has fostered research and approaches like Vul-

SPG [64] and Cheng et al. [10] report even better results. Finally,

LLMs like RoBERTa [34] or CodeT5 [53] have been applied to vul-

nerability discovery tasks [8, 15, 46] achieving currently the best

performances on realistic datasets.

Explainable AI for Security. With the success of learning-based

function-level vulnerability discovery models comes the problem

with a lack of interpretability and defect localization [16]. Explain-

able AI helps to open up black boxes such as deep neural net-

works [4, 47]. This is even more critical to applications in a security

context. Under the sheer number of explainability algorithms, find-

ing the best suited for vulnerability discovery has been an active

research question [54, 66]. Ganz et al. [16] investigate how a secu-

rity practitioner can compare different localization of bugs, as a

bug can be rarely pinned down to a single line [16, 64].

Fallacies in Vulnerability Discovery. Arp et al. [3] give rise to

fallacies in developing ML models for security. For instance, they

examine which metrics may induce a biased view of the perfor-

mance, and how artifacts in the dataset can negatively impact the

true performance. Chakraborty et al. [7] find that current datasets

as the one from Zhou et al. [65] or Li et al. [31] are unrealistic

and biased. They further show that most models lack transfer-

ability to out-of-distribution datasets by cross-evaluating popular

models. Wang et al. [50] criticize datasets obtained through biased

approaches like filtering commit messages by certain keywords.

They propose to filter samples using a classifier identifying security-

relevant patches. We leverage these insights in our experimental

design as well as our metrics and dataset choice.

Code Transformations. In the experiments presented in this paper,

we use specific types of transformations to investigate the confound-

ing effects of artifacts on LLMs and graph-based models, specifically

the application of predefined styles, uglification, and obfuscation.

Applying transformations to code in order to investigate the limits

of LLMs or graph-based models has received growing attention

in the vulnerability discovery research community. Examples of

such transformations that have been investigated are identifier

renaming [20, 59, 60, 62, 63], insertion of unexecuted statements

[20, 43, 60, 62] or replacement of code elements with equivalent el-

ements [2, 28]. We continue this investigation by providing a novel

implementation of transformations, by applying them to measure

the confounding effects of artifacts, and by evaluating strategies to

mitigate such effects.

7 CONCLUSION
In this work, we show that current vulnerability discovery models

are severely influenced by artifacts such as code styles, variable

naming, and common control flow patterns. The true performance

of such models is hardly measurable and the reported ones from

recent works can not be extrapolated to out-of-distribution code

samples. We link the problem to spurious correlations in the dataset

enabling models to shortcut decisions using unrelated information.

We show that some models are less impacted by confounders and

others more. Especially, large language models achieve remarkable

results, but when provided with slightly modified code, their initial

performance degrades. We propose three mitigations to drastically

improve performance as a remedy to spurious correlation.
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