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Abstract

In this paper we propose a method for network intrusion de-
tection based on language models. Our method proceeds by
extracting language features such as n-grams and words from
connection payloads and applying unsupervised anomaly de-
tection – without prior learning phase or presence of labeled
data. ¿e essential part of this procedure is linear-time compu-
tation of similarity measures between language models of con-
nection payloads. Particular patterns in these models decisive
for di�erentiation of attacks and normal data can be traced
back to attack semantics and utilized for automatic generation
of attack signatures.

Results of experiments conducted on two datasets of network
tra�c demonstrate the importance of higher-order n-grams
and variable-length languagemodels for detection of unknown
network attacks. An implementation of our system achieved
detection accuracy of over 80% with no false positives on in-
stances of recent remote-to-local attacks in HTTP, FTP and
SMTP tra�c.

Introduction

Detection of unknown attacks in network tra�c is a long-
standing issue on the wish-list of security practitioners.
¿ere exist numerous examples of previously unknown at-
tacks, notably Internet worms [e.g. 1–3] and zero-day ex-
ploits [e.g. 4; 5], that defeated common signature-based de-
fenses, even though current applications and infrastructures
for tracking vulnerabilities and their exploits claim to pro-
vide adequate protection by means of attack signatures. Fur-
thermore, it o en does not su�ce for a signature to be avail-
able – deployed signaturesmust bemanaged, distributed and
kept up-to-date by security administrators.
A large amount of previous work focused on anomaly de-

tection in network tra�c [e.g. 6–13]. ¿emain hurdles on the
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way to its acceptance in practice are high false-positive rates
and a lack of explainability and transparency in the detection
process. ¿e majority of previous approaches do not deliver
su�cient accuracy in an acceptable range of false-positive
rates and, furthermore, do not provide diagnostic informa-
tion to help forensic analysis.

Apart from algorithmic di�erences, the main issue under-
lying anomaly detection approaches is the features they op-
erate on. Some early approaches consider only packet header
information or statistical properties of sets of packets and
connections [7; 14]. ¿is information has proven to be use-
ful for detection ofmalicious activity such as probes and port
scans, yet it does not su�ce to detect more dangerous attacks
that exploit vulnerabilities of application-layer protocols and
their implementations.

Recently, techniques of anomaly-based network intrusion
detection have been proposed that analyze payloads of pack-
ets and connections [9; 11–13; 15–18]. ¿ese techniques pro-
ceed by de�ning features over payloads and deriving models
of normality based on these features. Packets and connec-
tions that do not �t into such models are considered anoma-
lous and trigger alarms. All of these methods make use of
relatively simple features computed over payload bytes.

¿e main thesis of this contribution is that further im-
provement of detection accuracy can be achieved by more
advanced features de�ned over byte sequences. ¿e reason
why byte sequences may be more successful in the descrip-
tion of features indicative of malicious content can be seen
by comparing network protocols and natural languages. ¿e
content of both is characterized by rich syntax and seman-
tics, and discrimination between di�erent categories is only
possible in terms of syntactic and semantic constructs. For
both network protocols and natural languages, extensive ef-
fort has been made to describe important concepts in terms
of rules – only to �nd out that rules can hardly encompass
the full generality of underlying content. Similar to natural
language, most network protocols are manifested in a variety
of “dialects” induced by implementation-speci�c interpreta-
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tions and extensions of the protocol speci�cation. ¿us, pro-
tocols and natural languages possess grammatical structure
and yet recovery of this structure is stymied by uncertainty
and ambiguity.
In view of this linguistic analogy, one can see that detec-

tion of misuse and anomalous patterns amounts to learning
syntactic and semantic fragments of an underlying proto-
col language. In contrast to individual characters, byte se-
quences re�ect speci�c patterns of normal and attack data
and can be used to interpret and evaluate alarms obtained
using anomaly detection. Hence it is promising to apply the
machinery of natural language processing to network intru-
sion detection.
Byte sequences can be represented by �xed-length and

variable-length languagemodels such as n-grams (sequences
of n consecutive symbols) and words (sequences tokenized
using a set of delimiter symbols). N-grams have been exten-
sively used in host-based intrusion detection for modeling
traces of system calls [e.g. 19–24], but until recently have not
been applied in the context of network intrusion detection
for n > 1. Tokenized words have been used for anomaly de-
tection using rule-based learning [e.g. 10; 11]. ¿e recently
proposed method [25] builds on the ideas from host-based
intrusion detection and uses a Bloom�lter to represent high-
order n-grams of normal andmalicious packet payloads. ¿e
approach pursued in this paper di�ers from previous work
in that we use a geometric representation of high-order n-
grams, which allows us to perform anomaly detection with-
out building a global pro�le for normal events. ¿e main
technical di�culty that needs to be addressed for geometric
analysis of byte sequences is:

How can language models of packet and connection
payloads, such as n-grams and words, be e�ciently
extracted and compared?

Languagemodels extracted from connection payloads en-
able the computation of pairwise similarity between connec-
tions – an essential procedure for application of unsupervised
anomaly detection algorithms. Hence, we focus our attention
on methods for e�cient computation of similarity measures
between n-grams and words. To address this problem we
propose (a) a representation of n-grams andwords using tries
and (b) a linear-time method for comparison of tries.
¿e rest of this paper is organized as follows: In Section

language models, similarity measures and e�cient methods
for their computation are introduced. Section covers unsu-
pervised anomaly detection algorithms suitable for language
models. Experiments on two datasets of network tra�c and
an evaluation of di�erent language models are given in Sec-
tion . Section illustrates interpretation of network anomalies
using language models and automatic generation of attack

signatures. In Section we review related work and conclude
this contribution.

Language Models

In order to encapsulate and access semantic and syntactic
constructs of network connections using language models,
one needs to cast connection payloads to a formal represen-
tation. Similarly to sentences from natural languages, con-
nection payloads can be characterized by simple language
models such as n-grams and words, which have proven to
unveil discriminative information for text categorization and
classi�cation in natural language processing [26–29].

N-gram and Word Models

An incoming connection payload x corresponds to consec-
utive sequence of symbols from an alphabet Σ. ¿e content
of x can be modeled as a set of possibly overlapping subse-
quences w taken from a language L ⊆ Σ∗. ¿e length of w is
denoted by n.

– ¿e model of n-grams can be derived by de�ning
L = Σn , the language containing all sequences of �xed
length n.

– Provided a set of delimiter symbols D ⊂ Σ, the model
of words is de�ned as L = (Σ ∖ D)∗ where every w ∈ L
subsequence of x is delimited by symbols from D.

¿e chosen language L constitutes the basis for calculat-
ing similarity between network connections. Given a con-
nection payload x and a language L, a geometric embedding
into a feature space is performed by calculating ϕw(x) for
every w ∈ L appearing in x. Usually the function ϕw(x)
returns the frequency of w in x, however, other de�nitions
returning a count or a binary �ag forw are possible. ¿e vec-
tor of all ϕw(x) embeds the connection payload x in a high-
dimensional feature space, whose dimensions correspond to
all w ∈ L. A detailed discussion of language models and
their geometric embedding for natural language processing
is available in [28; 30; 31].

Similarity Measures for Language Models

By utilizing the geometric representation induced through ϕ,
one can adapt classical, vectorial similarity measures, such as
kernel and distance functions, to operate on languagemodels
of connection payloads. Table 1 lists common distance and
kernel functions some of which have been applied in the do-
main of network intrusion detection [6; 32; 33]. ¿e Jensen
distance in Table 1 is de�ned using an entropy-like function
Hw(a, b) = ϕw(a) log (2ϕw(a)/(ϕw(a) + ϕw(b))).
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Kernel and distance functions

Linear kernel ∑
w∈L

ϕw(x)ϕw(y)
Canberra

distance
∑
w∈L

∣ϕw(x) − ϕw(y)∣
ϕw(x) + ϕw(y)

Geodesic

distance arccos(∑
w∈L

ϕw(x)ϕw(y))

Jensen distance ∑
w∈L

Hw(x , y) +HW(y, x)

Table 1: Kernel and distance functions for language models.

Similarity coe�cients

Jaccard
a

a + b + c
Czekanowski

2a

2a + b + c
Sokal-Sneath

a

a + 2(b + c)
Kulszynski

1

2
( a

a + b +
a

a + c )

Table 2: Similarity coe�cients for language models.

Another way for measuring similarity in vector spaces
are so called similarity coe�cients [e.g. 34; 35]. ¿ese co-
e�cients are non-metric and have been primarily used on
sparse binary data, whichmakes them suitable for high-order
n-gram and word models. Similarity coe�cients are con-
structed using three summation variables a, b and c. ¿e
variable a contains the number of positive matches (1-1), b
the number of le mismatches (0-1) and c the number of right
mismatches (1-0). ¿e most common similarity coe�cients
are given in Table 2.
Similarity coe�cients can be extended to non-binary

data by modi�cation of the summation variables. ¿e de-
gree of match for a sequence w ∈ L can be de�ned as
min(ϕw(x), ϕw(y)) and the respective mismatches are de-
�ned as deviations thereof:

a = ∑
w∈L

min(ϕw(x), ϕw(y))

b = ∑
w∈L

[ϕw(x) −min(ϕw(x), ϕw(y))]

c = ∑
w∈L

[ϕw(y) −min(ϕw(x), ϕw(y))]

Due to the high dimensionality of the induced vector space
special algorithms are required for e�cient computation of
the proposed similarity measures. A linear-time algorithm

for computation based on trie data structures is introduced
in the following section.

Efficient Computation of Similarity Measures

¿e classical scheme for comparing language models utilizes
indexed tables or in the more general case hash tables [e.g.
28]. Subsequencesw of length n extracted from a connection
payload x and the corresponding values ϕw(x) are stored in
the bins of a table. Assuming the size of the table is �xed at
M, it takes on average Θ(nM) to compare two tables: one
needs to loop over all M bins, checking for matching and
mismatching sequences. For small n indexed tables are ef-
�cient for comparison of language models, e.g. as used for
n = 1 in [9; 13; 18]. For larger n an indexed representation be-
comes infeasible and hash tables or Bloom �lters need to be
utilized due to the exponentially growing number of possible
sequences. However, to avoid hash collisions, a high value of
M must be chosen in advance, which constitutes the main
computational drawback of any hash table approach.
A better alternative for comparing language models are

trie data structures [36–38]. A trie is an N-ary tree, whose
nodes are N-place vectors with components corresponding
to the characters of an alphabet Σ with N = ∣Σ∣. Fig. 1(a)
shows two tries X and Y containing the 4-grams {”barn”,
”card”} and {”bank”, ”band”, ”card”}. ¿e nodes of a trie are
augmented to carry attributes re�ecting ϕw(x) for each se-
quence w extracted from the connection payload x. For ex-
ample the le trie X in Fig. 1(a) holds the embedding values
ϕ“barn”(x) = 4 and ϕ“card”(x) = 3.
Comparison of two tries can be carried out by enumer-

ating matching and mismatching sequences. Starting at the
root nodes, one traverses both tries in parallel, processing
matching andmismatching nodes. As an invariant, the nodes
under consideration in both tries remain at the same depth.
Since only a linear number of n-grams or words can be ex-
tracted from a connection payload x, theworst-case run time
is O(n∣x∣). An advantage of the trie data structure comes
into play if the provided alphabet is large and a lot of mis-
matches occur. ¿e traversal discovers mismatching words
a er passing the �rst few symbols and omits further unnec-
essary comparisons.
Computation of similarity measures using tries is straight

forward: during parallel traversal the values of ϕw(x) and
ϕw(y) stored in the nodes are aggregated according to the
de�nition of a chosen similarity measure. Figure 1(b) shows
a snapshot of a traversal calculating the Manhattan distance.
A mismatch m− at the nodes corresponding to the words
{“barn”} and {“band”, “bank”} corresponds to ∣ϕ“barn”(x) −
0∣ + ∣0 − ϕ“ban”(y)∣ and results in the calculation ∣4∣ + ∣8∣.
A detailed discussion on computation of various similarity
measures for sequential data is given in [39; 40].
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Figure 1: Trie data structures (a) and their comparison (b).

Unsupervised Anomaly Detection

Unsupervised anomaly detection is particularly suitable to
the practical needs of intrusion detection, as it spares an ad-
ministrator from the task of collecting data representative of
normal activity. An unsupervised learning algorithm can be
directly applied to a stream of data and is supposed to e�ec-
tively discriminate between normal and anomalous patterns
“on-the-�y” without extensive training or manually labeled
data. Because of these favorable properties, unsupervised
anomaly detection has gained signi�cant interest in recent
work on intrusion detection [e.g. 6; 32; 41–43].

Algorithms for unsupervised anomaly detection exploit
di�erences in geometric representations of anomalies and
normal data. ¿ey di�er in the concrete notion of normal-
ity and abnormality1. Some explore local properties of the
provided data for determining outliers, e.g. single-linkage
clustering [32] and our k-nearest neighbormethodZeta [44],
others analyze global properties, e.g. the simpli�ed Maha-
lanobis distance [13] and quarter-sphere SVM [42], to iden-
tify instances deviating from the mass of data.

¿e language models and similarity measures introduced
in Section enable one to de�ne geometric distances between
connection payloads, which indirectly re�ect semantic dif-
ferences between attacks and normal data. Since many of
the unsupervised anomaly detection algorithms are de�ned
in terms of distances, one can thus apply them for network
intrusion detection. Following is a brief description of four
algorithms applied on connection payloads in this paper.

¿e simpli�ed Mahalanobis distance [13] is a global
anomaly detection method that determines the center of
mass of data µ and the variance of each dimension σi in input
space. ¿e anomaly score is de�ned as the variance-scaled

1We denote the property of deviating from normal as abnormality and
refer to a data instance deviating from normal as anomaly.

distance d from point x to µ:

mµ ,σ(x) =
n

∑
i=1

d(x i , µ i)

σi

¿e quarter-sphere SVM [42] is a kernel-based learning
method that determines the center of mass of input data µφ
in a feature space using a non-linear mapping function φ.
Herein, the non-linear function φ does not necessary cor-
respond to the embedding function ϕw(x), e.g. in case of
the RBF kernel function. ¿e anomaly score of the quarter-
sphere SVM is de�ned as the distance d from φ(x) to µφ in
the non-linear feature space:

qφ ,µ(x) = d(φ(x), µφ)

Simpli�ed single-linkage clustering [32] is a common
distance-based clustering algorithm. Given a cluster assign-
ment, the anomaly score is de�ned to be inversely propor-
tional to the size of the cluster C the point x is assigned to, so
that small clusters yield high anomaly scores:

sC(x) =
1

∣C∣
for x ∈ C

Our method Zeta [44] is an anomaly score based on the
concept of k-nearest neighbors; it extends the outlier detec-
tion methods proposed in [45; 46]. ¿e score is calculated as
the mean distance of x to its k-nearest neighbors normalized
by the mean inner-clique distance.

ζk(x) =
1

k

k

∑
i=1

d(x , nni(x))

−
1

k(k − 1)

k

∑
i=1

k

∑
j=1

d(nni(x), nn j(x))

¿e �rst term emphasizes the points that lie far away from
its neighbors, whereas the second term discounts abnormal-
ity of points with wide neighborhood cliques.
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Experimental Results

In order to evaluate the proposed representation of network
connection payloads using language models with respect to
detection of unknown attacks and to gain insights into the
nature of recovered syntactic and semantic information, we
conducted experiments on two datasets of network tra�c.
Speci�cally we are interested to clarify the following open
questions:

1. How does the length of �xed-length models such as n-
grams a�ect detection performance with respect to net-
work protocols and attack types?

2. At what false-positive rate does one detect all instances of
an unknown attack present in network tra�c?

3. How does detection accuracy of �xed-length models com-
pare to variable-length models such as words?

We limit our experiments to the popular text-based
application-layer protocols HTTP, FTP and SMTP and re-
mote attacks against the corresponding services.

Network Traffic Datasets

DARPA 1999 Dataset. ¿is well-known dataset from an
IDS evaluation conducted by the DARPA in 1999 [47] has
been used in numerous publications and can be considered a
standard benchmark for evaluation of IDS. Even though the
DARPA 1999 dataset is known to su�er from several �aws
and artifacts [10; 48; 49], especially the selection of attacks
can be considered antiquated in comparison to modern se-
curity threats, it remains the only major dataset on which re-
sults can be reproduced.
As a preprocessing step, we randomly extracted samples,

each comprising 1000 TCP connections for each protocol
from the �rst and third weeks of the data corpus represent-
ing normal data. We then selected all remote-to-local attacks
present in the fourth and � h weeks of the dataset. Table 3
lists these remote-to-local attacks.

PESIM 2005 Dataset. In order to overcome the problems
of theDARPA 1999 dataset, we generated a second evaluation
dataset named PESIM 2005. We deployed a combination of
5 servers using a virtual machine environment. ¿e systems
ran two Windows, two Linux and one Solaris operating sys-
tems and o�ered HTTP, FTP and SMTP services.
Normal network tra�c for these systems was generated by

members of our laboratory. To achieve realistic tra�c char-
acteristicswe transparentlymirrored news sites on theHTTP
servers and o�ered �le sharing facility on the FTP servers.
SMTP tra�c was arti�cially injected containing 70% mails

from personal communication and mailing lists, and 30%
spam mails received by 5 individuals. ¿e normal data was
preprocessed similarly to the DARPA 1999 dataset by ran-
dom selection of samples each comprising 1000 TCP connec-
tions for each protocol from the data corpus. Attachments
were removed from the SMTP tra�c.
Attacks against the simulated services were generated by

a penetration testing expert using modern penetration test-
ing tools. Multiple instances of 27 di�erent attacks were
launched against the HTTP, FTP and SMTP services. ¿e
attacks are listed in Table 3. ¿e majority of these attacks
is part of the comprehensive collection of recent exploits
in the Metasploit framework [50]. Additional attacks were
obtained from common security mailing lists and archives,
such as Bugtraq and Packetstorm Security. ¿e “PHP script
attack” was introduced by the penetration testing expert and
exploits insecure input processing in a PHP script.

Experimental Setup

¿e basic building block of our experiments are the incom-
ing byte sequences of TCP connections. Each connection,
normal or malicious, is transformed into a trie representing
a respective language model. Our dataset thus consists of a
set of tries computed over connection payloads.
Since our goal is the detection of unknown attacks, our al-

gorithms are evaluated on randomly sampledmixtures of un-
seen normal and attack data containing 2% to 14% malicious
connections. No explicit learning involving labeled attacks is
performed.
On the other hand, the algorithms at our disposal require

certain parameters to be set that a�ect their detection perfor-
mance. Manual setting of such parameters usually results in
tedious tuning of algorithms. ¿erefore, we precede the eval-
uation of algorithmswith a validation stage, at which the best
parameters are automatically selected based on independent
samples of our datasets. ¿e crucial requirement in our setup
is that no data used at the validation stage is employed during
evaluation.
¿e evaluation criterion for all of the following experi-

ments is the so-called area under curve (AUC0.01) which in-
tegrates true-positive rates over a certain interval of false-
positive rate, in our case [0, 0.01]. For the sake of statisti-
cal signi�cance, the results for experiments are averaged over
30 validation/evaluation runs on randomly drawn samples
comprising 1000 connections each.

Experiment 1: Best Measure/Detector Configuration

As it was previously mentioned, similarity measures induce
various geometric properties which, in turn, are explored in
di�erent ways by unsupervised anomaly detection methods.
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HTTP attacks FTP attacks SMTP attacks

Attacks of DARPA 1999 dataset

HTTP tunnel .rhost upload Sendmail exploit

PHF CGI attack NcFTP exploit Mail: Spoofed frame
Password guessing Mail: PowerPoint macro

Mail: SSH trojan horse

Attacks of PESIM 2005 dataset

HTTP tunnel 3COM 3C exploit CMAIL Server 2.3 exp.
IIS 4.0 HTR exploit GlobalScape 3.x exploit dSMTP 3.1b exploit
IIS 5.0 printer exp. Nessus FTP scan MS Exchange 2000 exp.
IIS unicode attack ProFTPd 1.2.7. exploit MailCarrier 2.51 exploit
IIS 5.0 WebDAV exp. Serv-U FTP exploit Mail-Max SMTP exploit
IIS w3who exploit SlimFTPd 3.16 exploit Nessus SMTP scan
Nessus HTTP scan WarFTPd 1.65 exp. 1 NetcPlus Server exploit
PHP script attack WarFTPd 1.65 exp. 2 Personal Mail 3.x exploit

WsFTPd 5.03 exploit Sendmail 8.11.6 exploit
WU-FTPd 2.6.1 exploit

Table 3: Remote-to-local attacks from DARPA 1999 and PESIM 2005 dataset.

Hence, as a �rst step, we need to roughly establish what com-
binations of similarity measures and anomaly detectors per-
form best on language models of connection payloads. We
restrict this evaluation to the class of �xed-length models
of n-grams and average the AUC0.01 values for each mea-
sure/detector con�guration over values of n from 1 to 7.

Table 4 lists the best measure/detector con�gurations av-
eraged over all protocols on both datasets. One can see that
the Zeta algorithm prevails among the best overall con�gu-
rations, using various similarity measures. ¿e best con�gu-
ration is achieved with the Kulczynski coe�cient calculated
using a binary embedding function ϕw . ¿e quarter-sphere
SVM yields an overall second best con�guration, yet it was
bounded to a linear kernel. ¿e same con�gurations scored
among the six best (in a slightly di�erent order) on the in-
dividual datasets, although the attacks are almost completely
di�erent.

In contrast to the other applied anomaly detection meth-
ods, the Zeta anomaly score builds on the concept of k-
nearest neighbors, which is known for its ability to cope with
sparse and heterogeneous data distributions occuring in the
embedding space of high-order n-grams [45]. Furthermore,
the Kulczynski coe�cient has been speci�cally designed for
comparison of sparse and binary data [34].

In the remaining experiments we �x the measure/detector
con�guration to the Kulczynski coe�cient as similaritymea-
sure and the Zeta anomaly score as unsupervised anomaly
detection algorithm.

Experiment 2: Varying N-gram Length

Previous results in natural language processing and host-
based IDS indicate that the optimal n-gram length may vary
for di�erent applications and datasets [19; 24; 51; 52]. We now
investigate if the same observation holds for n-gram models
of TCP connection payloads.
We follow the same setup as in the previous selection of the

optimal measure/detector con�guration, except that results
of individual values of n are reported using a �xed con�gu-
ration. ¿e results are shown in Fig. 2 for the DARPA 1999
dataset and Fig. 3 for the PESIM 2005 dataset, which display
the ROC graphs for selected values of n.
¿e detection performance varies signi�cantly among the

values of n for di�erent protocols. In fact, it turns out that
each of the three values for n considered in this experiment
is optimal for some protocol. ¿e overall accuracy of our
approach is very encouraging, especially on the more recent
PESIM 2005 dataset. For the best value of n, a detection rate
above 80%was observedwith no false-positives for theHTTP,
FTP and SMTP protocols.

Experiment 3: Analysis of Specific Attacks

In order to investigate why no optimal n could be established
in the previous experiment we extend our analysis to the de-
tection performance on individual network attacks. As cri-
terion for this experiment we consider the minimum false-
positive rate at which all instances of an unknown attack can
be identi�ed. In addition we record the optimal value of n
that yields the minimum false-positive rate. ¿e results are
shown in Table 5.
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Similarity measure ϕw type Anomaly detector AUC0.01

Kulczynski coe�cient Binary Zeta anomaly score 0.772
Linear kernel Freq. Quarter-sphere SVM 0.756
Kulczynski coe�cient Freq. Zeta anomaly score 0.737
Czekanowski coe�cient Freq. Zeta anomaly score 0.737
Jensen distance Freq. Zeta anomaly score 0.727
Geodesic distance Freq. Zeta anomaly score 0.712

Table 4: Best overall measure/detector con�guration.

Attack name # n FP rate

HTTP protocol

HTTP tunnel 6 1 0.0000
IIS 4.0 HTR exploit 3 1–2,7 0.0000
IIS 5.0 printer exploit 5 1–7 0.0000
IIS unicode attack 4 4 0.0016
IIS 5.0 WebDAV exploit 6 1–2 0.0000
IIS w3who exploit 3 3–5,7 0.0000
Nessus HTTP scan 6 3 0.0571
PHP script attack 5 4 0.0184
FTP protocol

3COM 3C exploit 4 2–5 0.0000
GlobalScape 3.x exploit 4 1 0.0000
Nessus FTP scan 5 1–3 0.0000
ProFTPD 1.2.7 exploit 4 7 0.6798
Serv-U FTP exploit 4 2–5 0.0000
SlimFTPd exploit 4 2–6 0.0000
WarFTPd pass exploit 3 1–6 0.0000
WarFTPd user exploit 2 1–5 0.0000
WsFTPd exploit 4 2–6 0.0000
WU-FTPd exploit 4 7 0.0273
SMTP protocol

CMAIL Server 2.3 exploit 4 1–3,5 0.0000
dSMTP 3.1b exploit 3 1 0.0002
MS Exchange 2000 exploit 2 2–6 0.0000
MailCarrier 2.51 exploit 4 1,3 0.0000
Mail-Max SMTP exploit 2 1 0.0003
Nessus SMTP scan 6 1–6 0.0000
NetcPlus SmartServer3 exploit 3 1–3,5 0.0000
Personal Mail 3.072 exploit 3 1–3,5–6 0.0000
Sendmail 8.11.6 exploit 4 5 0.0040

Table 5: False-positive rates (FP rate) for detection of individual
attacks (PESIM 2005).

One can clearly see that 18 from 27 attack types (66%) are
perfectly recognized with no false positives. ¿is demon-
strates not only the high accuracy of �xed-length models for
anomaly detection but also itswide coveragewithin the attack
spectrum.
Some interesting insights can be gained from the analy-

sis of the optimal n for speci�c attacks. For several attacks,
which are particularly easy to detect, the n-gram length is
irrelevant. For the attacks that are more di�cult to detect,
longer n-grams lengths seem to be prevalent. An extreme
example is the ProFTPd exploit. ¿is exploit uploads a mali-
cious �le to an FTP server. Since the �le content is transferred
over a data channel not monitored by our system, this attack
can only be detected by chance in our setup.
In practice, a security administrator will not have an op-

portunity to experiment with an optimal n-gram length in
order to tune a system in various ways for di�erent kinds
of attacks. Furthermore, optimal values of n obtained using
a dataset only re�ect properties of speci�c data and might
be insu�cient for detection of novel attacks [52]. ¿erefore
techniques that avoid pre-setting of a �xed n-gram length
should be investigated.

Experiment 4: Combined and Variable-Length Models

Onepossibility to avoid a pre-de�ned n-gram length is to run
n anomaly detectors in parallel and combine their scores. A
natural criteria for combination of anomaly scores of mul-
tiple identical detectors operating on similar features is the
maximum value of the di�erent anomaly scores. ¿e main
disadvantage of the combined scores approach is that one has
to run as many detectors as the maximal n-gram length.
A less computationally intensive alternative is to use the

variable-length model of words instead. ¿e semantics of
text-based protocols such as HTTP, FTP and SMTP is char-
acterized by the presence of boundary symbols [11; 15] which
can be used as delimiters for de�nition of words. For our
experiments we de�ne the following global set of separator
bytes that is used to tokenize connection payloads of HTTP,
FTP and SMTP connections:CR LF TAB SPC , . : / & ? = ( ) [ ℄
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Figure 2: ROC graphs for 1-, 3- and 5-grams (DARPA 1999).
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Figure 3: ROC graphs for 1-, 3- and 5-grams (PESIM 2005).

In order to avoid over-long sequences resulting from bi-
nary attack patterns such as shell-codes for bu�er or heap
over�ows, we restrict the total length of words to 16 bytes
and automatically split sequences.

We repeat the experiments under the same setup as the ex-
periments on varying n-gram length using combined scores
from multiple detectors and words extracted from connec-
tion payloads. To emphasize the practical focus of this ex-
periment, we compare the results of ourmodels with the per-
formance of the open-source signature-based IDS Snort [53]
(Snort version 2.4.2, released on 28.09.2005 and con�gured
with default rules). ¿e results are shown in Fig. 4 for the
DARPA 1999 dataset and Fig. 5 for the PESIM 2005 dataset.

It can be seen that although the word-based detector is
somewhat less accurate than the detector combining multi-
ple n-gram lengths, the marginal decrease in accuracy can
be considered acceptable in comparison to n times smaller
computational load.

To our surprise, both variable-length models signi�cantly
outperformed Snort on the DARPA 1999 and PESIM 2005
dataset even though all included attacks except for the “PHP
script attack” were known months before the release date of
the Snort distribution. ¿is result con�rms a misgiving that
signature-based IDS may fail to discover “fresh” attacks de-
spite a major e�ort in the security community to maintain
up-to-date signature repositories. Noteworthy is the fact that
Snort failed in our experiments due to two reasons. Some at-
tacks were not detected because no appropriate signaturewas
present, which is manifested by �at ROC graphs that never
reach the 100% level. Other failures occurred due to minor
variations in attack syntax. For example, one of the SMTP
attacks was not discovered when an attacker replaced the ini-
tial “HELO” command with “EHLO”, which conforms to the
protocol speci�cation and is frequently used in practice.
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Figure 4: ROC graphs for variable-length models vs. Snort (DARPA 1999).
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Figure 5: ROC graphs for variable-length models vs. Snort (PESIM 2005).

Interpretation of Language Models

¿e four experiments from the previous section demonstrate
the detection performance of unsupervised anomaly detec-
tion using language models of connection payloads. Es-
pecially the high detection accuracy achieved at low false-
positive rates and the absence of a prior training phasemakes
the presented method a reasonable alternative to classical
signature-based intrusion detection.

In practice, however, intrusion detection systemsmust not
only �ag malicious events, but also equip alarms with infor-
mation necessary for categorization and assessment of secu-
rity incidents. One reason for the lack of mature anomaly
detection systems in the current security market is their in-
ability to support interpretation and explanation of reported
anomalies.

We address this problem using language models and illus-
trate that their advantages for detection of unknown attacks

are indeed rooted in the ability of longer byte sequences to
capture important attack semantics. We extend our intrusion
detectionmethod by (a) a diagnostic visualization of anoma-
lous patterns and (b) a technique for automatic generation of
signatures from detected anomalies.

Visualization of Anomalous Patterns

An anomalous connection payload identi�ed using language
models is represented by a set of extracted sequences, such as
n-grams or words. By computing the di�erences in frequen-
cies between the sequences in such a connection and normal
network tra�c, one obtains a frequency di�erence plot. ¿e
positive peaks in the truncated di�erence plot (the negative
di�erences are of no particular value) are sequences or pat-
terns that contribute the most to dissimilarity of the connec-
tion from normal tra�c.
Fig. 6 shows a 3-gram frequency di�erence plot for an in-

stance of the IIS unicode attack. ¿e attack exploits a vulner-
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ability in the Microso IIS server, whose path-parsing logic
fails to detect directory traversals hidden inmultiple unicode
encodings [54]. An example of the attack is given below:GET /sripts/..%%35../..%%35../..%%35../winnt/system/md.exe?/+dir+: HTTP/1.0
Strong positive peaks in the plot correspond to the 3-

grams “35c”, “/..” and “%35”. ¿ese 3-grams manifest the
essential pattern of the unicode attack “%%35c” which is
converted by a vulnerable IIS server to “%5c” (ASCII code
0x35 corresponds to “5”) and �nally interpreted as backslash
(ASCII code 0x5c).
A second example of this visualization is given in Fig. 7,

which shows 6-gram frequency di�erences of an anoma-
lous connection containing a WU-FTPd 2.6.1 exploit. ¿e
attack is manifested in two patterns: 0xffffffff and0x9090eb18. ¿e �rst pattern 0xffffffff stems from an
exploitation technique used to manipulate the control �ow
in the heap of the GNU C library [55]. ¿e second pattern0x9090eb18 is part of a so called “NOP sled” which corre-
sponds to non-functional instructions at the pre�x of a shell-
code. ¿e pattern contains, beside the common byte 0x90
(x86 assembler for no-operation), the instruction 0xeb18
(x86 assembler for jumping 24 bytes) which skips bytes cor-
rupted by the heap memory management.
Both examples illustrate that frequency di�erences of lan-

guage models between anomalous connections and normal
network tra�c constitute a diagnostic tool which emphasizes
patterns decisive for reported anomalies and improves the as-
sessment of security incidents by a security practitioner.

Language Models for Signature Generation

A crucial step towards integration of anomaly detection
methods into practice is interlinkage with existing signature-
based systems. Once an unknown attack has been identi�ed
by anomaly detection, a further step is to generate a corre-
sponding attack signature. Usually these signatures are man-
ually cra ed during a time-consuming inspection of multi-
ple attack instances. Recently several approaches for auto-
matic generation of signatures have been proposed to over-
come this problem [e.g. 56–59]. In the following section we
demonstrate that languagemodels can be applied in a similar
manner for automatic generation of signatures.
In our approach an attack is represented by a trie contain-

ing sequences of a connection payload extracted with respect
to a language model. By merging the tries of multiple in-
stances of the same attack and pruning subtrees that re�ect
patterns occurring only in single connections, we construct a
general model for a particular attack. We refer to thismerged
trie as an A-signature. Similarly we can merge and prune
tries containing sequences of normal connection payloads

Attack patterns (+1)sripts exe md +dir+ \ % %%35
Normal patterns (–1)utf-8 stati rv p png pakage likekeep-alive img image i686 h http htm htmlgzip guides gif en en-us en-US d de deflateap appliation X X11 U User-Agent SafariReferer PPC OS Mozilla Ma Maintosh LinuxKeep-Alive KHTML If-Modified-SinISO-8859-1 Host Geko GMT Firefox DebianCookie Connetion Aug AppleWebKit AeptAept-Language Aept-EnodingAept-Charset 8 7 6 5 4 42 41 412 40 4-23 30 300 2 20 2005 19 192 16 168 15 10 1021020 07 00 *
Figure 8: AN-signature for the IIS unicode attack.

and construct a merged trie comprising characteristic pat-
terns of normal network tra�c. By assigning +1 to attack
and -1 to normal sequences and adding the merged tries of
attacks and normal connections, we can build AN-signatures
that cover patterns occurring in either malicious or normal
connection payloads – but not in both.
To evaluate the concept of A-signatures and AN-

signatures, we conducted experiments on the PESIM 2005
dataset with the language model of words that proved e�ec-
tive for unsupervised anomaly detection in Section . We split
the PESIM 2005 dataset into two distinct partitions and use
the �rst one for construction of merged trie signatures. Fig.
8 and 9 illustrate the automatically generated AN-signatures
for the IIS unicode attack and theMS Exchange 2000 exploit.
¿e AN-signature in Fig. 8 constructed using words as

language model contains exactly the patterns essential for
the semantics of the IIS unicode attack [54], such as md,+dir+ and %%35. Words present in the exploit such asGET or HTTP have been automatically removed from the AN-
signature as they also occur in almost any normalHTTP con-
nection payload. Normal patterns of the signature re�ect
common keywords of the HTTP protocol such as Aept
and User-Agent. Some of the normal words, however, re-
sult from the speci�c network environment used during gen-
eration of the dataset. A high percentage of Apple and Linux
systems is manifested in the words Safari, Maintosh,Debian and Linux.
Fig. 9 shows an AN-signature generated for the MS Ex-

change 2000 exploit [60]. Beside sequences for provoking
a bu�er over�ow such as multiple A’s, B’s and C’s the attack
patterns contain the keywords X-LINK2STATE and CHUNK
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Figure 6: 3-gram frequency di�erences for the IIS unicode attack.
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Figure 9: AN-signature for the MS Exchange 2000 exploit.

which exactly correspond to the heap over�ow vulnerabil-
ity of theMS Exchange 2000 server. ¿e normal patterns au-
tomatically extracted cover several common keywords of the
SMTP protocol, but also re�ect words speci�c to the network
environment of the dataset, such as the hostnames zebster,solaris8 and wonderland.
¿e detection performance of the automatically gener-

ated A-signatures and AN-signatures was evaluated on the
second partition of the PESIM 2005 dataset. As detection
score we de�ned the number of matching attack patterns
minus the number of contained normal patterns in connec-
tion payloads. Fig. 10 shows ROC graphs for the protocols
HTTP, FTP and SMTP. ¿e A-signatures detected only 30-
60% of attacks since only some semantic patterns could be
encapsulated in the corresponding language models, while
the AN-signatures covered 80-100% of attacks with no false-
positives. By modeling normal and attack characteristics in
AN-signatures detection accuracy can be greatly improved
in a speci�c network environment, however, in practice sig-
nature generation using language models should be applied
in a semi-automatic manner, e.g. by supervision of a secu-
rity expert, in order to avoid the common problem of over or
under �tting signatures and to minimize success of mimicry
attacks [61]. ¿us, the proposed method for signature gener-
ation using language models is intended as a tool to support
and fasten the process of classical signature generation.

Related Work and Conclusion

Although advanced language models and tries have not been
previously used in the context of network intrusion detec-
tion, they are well known in several other �elds of com-

puter science. Quite naturally, language models have been
�rst developed by researchers in the �elds of information re-
trieval and natural language processing – several decades be-
fore their relevance for intrusion detection was discovered.
As early as mid-sixties, character n-grams were used for er-
ror correction in optical character recognition [29]. Appli-
cation of n-grams to text categorization was pioneered by
Suen [31] and was followed by a large body of subsequent
research [e.g. 27; 28; 62]. Various similarity measures were
used to compare n-gram frequencies, e.g. the inner prod-
uct between frequency vectors [28] or Manhattan and Can-
berra distances [27]. Recent approaches to text categoriza-
tion advocate the use of kernel functions as similarity mea-
sures, which allows one to incorporate contextual informa-
tion [51; 63; 64].
Re-discovery of n-grammodels in the realm of host-based

IDS began in the mid-nineties with the seemingly ad-hoc
“sliding window” approach of Forrest et al. [19]. ¿eir main
idea was to create a database of all possible n-grams in sys-
tem call traces resulting fromnormal operation of a program.
System call traces with a large degree of binary mismatch
to the database were �agged as anomalous. In the ensuing
work these ideas were extended through application of Hid-
den Markov Models [21], feed-forward and recursive neural
networks [23], rule induction algorithms [65] and Support
VectorMachines [6]. As part of this evolution, trie and su�x
tree data structures were introduced for storage and analy-
sis of system call n-grams [22; 24; 66]. Beside system call
analysis, n-gram models have recently been applied as part
of host-based intrusion detection for identi�cation of mali-
cious code in program binaries and documents [e.g. 67–69].
Application of n-gram models for network-based IDS

originated in the idea of using byte (1-grams) histograms of
packet payloads for statistical tests of abnormality [9; 13; 18].
A more advanced model was proposed by Wang et al., in
which a Bloom �lter is applied for storage of high-order n-
grams of normal and malicious packet payloads [25]. De-
pending on the ratio of matching normal and anomalous
n-grams in the �lter incoming packets are �agged as either
benign or malicious. ¿e approach proposed in this paper
di�ers from these methods as (a) high-order n-grams and
words are used to geometrically represent individual connec-
tions and (b) unsupervised anomaly detection methods suc-
cessfully operate without any prior training phase.
Evasion of anomaly detection methods as proposed in

[61] is more di�cult for high-order n-grams and especially
variable-length models, since blending and adaptation of at-
tacks requires matching malicious patterns, e.g. assembler
instructions in shell-codes, to consecutive byte sequences of
normal tra�c.
Results of experiments conducted on theDARPA 1999 and

PESIM 2005 datasets demonstrate the importance of higher-
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Figure 10: ROC graphs for A- and AN-signatures (PESIM 2005).

order n-grams for detection of recent network attacks. It
is nonetheless di�cult to determine an optimal length of
n-gram models for particular attacks and protocols. ¿is
problem can be alleviated by combined n-gram detectors or
language models based on words, using separators appro-
priate for protocol syntax. ¿e accuracy of unsupervised
anomaly detectors based on word models, as investigated in
our experiments, is comparable to the accuracy of the best
n-gram models. Furthermore, the system based on our lan-
guage model signi�cantly outperformed a recent version of
the open-source IDS Snort equipped with the full standard
set of signatures – even though all attack instances were un-
known to our system and no prior training was performed.
Beside high detection accuracy, language models sup-

port interpretation and explanation of reported anoma-
lies. ¿e presented techniques emphasize signi�cant pat-
terns in anomalies and further accelerate the interlinkage
with signature-based security defenses. ¿us, unsupervised
anomaly detection using languagemodels can be seen as a vi-
tal supplement to current security mechanisms by enabling
detection and processing of unknown network attacks.
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